The theme of the 4th International Workshop on Learning Software Organizations (LSO 2002) was “Balancing Agile Processes and Long-Term Learning in Software Organizations.” The LSO Workshop series focuses on technical, organizational, and social solutions to problems of learning from past experiences and codifying the resulting best practices so they can be systematically used in subsequent software development efforts.

Through paper presentations, panels, and discussions, the workshop explored the issues of managing knowledge in dynamic domains requiring significant differences between organizations and between projects. Challenges discussed ranged from realistic assumptions on the added documentation burden LSO techniques may require to how effectively repositories have been used in the past to the team and social issues involved in applying solutions created by others. Experience-based approaches were discussed extensively and some reports of initial successes were given along with some instances where the experience base was underutilized.

Enabling organizational learning involves more than repositories, search engines, and training. At its core, it involves creating new work practices that value current practices while searching for improvements. The issues involved are both technical and behavioral, as effective technology may entice utilization, but experience has shown that other factors weigh in just as heavily.

There are currently no profound or final answers on these questions, nor are they expected for some time to come, if at all. Hence the need for continued research into these difficult issues. This workshop, and others to follow hope to begin to shed light on the issues so an effective and fruitful dialog can begin that can lead to significant contributions to the software engineering and knowledge management fields, amongst others.

The LSO workshop series has been designed as a communication forum that addresses the questions of organizational learning from a software point of view and builds upon existing work on knowledge management and organizational learning. It aims at bringing together researchers and practitioners for an open exchange of ideas and real-world experiences. Fostering interdisciplinary approaches is a key concern of this workshop series.

This year’s workshop, held in conjunction with the XP/Agile Universe conference, emphasized the relationship between organizational learning and agile methodologies. The conference and workshop complemented each other and provided groundbreaking insights into current approaches used to establish learning software organizations.

We would like to take this opportunity to thank the many people who worked to help make this happen. Laurie Williams was instrumental in working with Frank Maurer to make workshop arrangements for the XP/AU conference. The program committee made the time and effort to provide valuable reviews of the papers. The authors should also be thanked for their willingness to revise and improve their papers into the forms found in this volume. Special thanks go to our keynote speaker, Günther Ruhe; his expertise spans the gap between LSO and decision support systems, and the full paper he submitted on
the topic is found in this volume. Thanks also go to Scott Ambler; his time and expertise provided valuable insights and promoted useful discussion in our “Can Agile Methods and Learning Software Organizations Support Each Other?” panel.

The LSO conference series continues to provide valuable discussions and exchanges of ideas which we are certain will have an impact on the future of software engineering techniques and practices. This year’s conference was no exception, and it is expected that the discussions and contacts established at the workshop will pay dividends for years to come.
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The LSO Workshop series has focused on technical, organizational, and social solutions to problems of learning from past experiences and codifying the resulting best practices so they can be systematically used in subsequent software development efforts. The theme of the Fourth Workshop on Learning Software Organizations (LSO), held in Chicago, Illinois in August of 2002 was "Balancing Agile Processes and Long-Term Learning in Software Organizations". In this workshop, we wanted to explore the issues involved in managing knowledge in dynamic domains requiring significant levels of improvisational change within each repetition of the process [1]. Thus, it seemed appropriate to collocate with the XP Agile Universe conference, which focuses on Agile development methods that require significant levels of flexibility in the development process.

In this light, the challenge for the LSO community becomes one of understanding how the lessons learned and knowledge constructed in past projects can be brought to bear on subsequent software development efforts. The LSO community must therefore balance the capture and dissemination of knowledge with necessary flexibility that enhances the ability of an organization to quickly adapt its processes to new technologies and market pressures [2].

The Agile community, on the other hand, is faced with the opposite problem. Contrary to popular belief, the Agile community is not against documentation, but is prudently suspicious of over-documentation, especially when requirements are volatile [3]. But this may lead to situations where institutional knowledge is lost when people move on, are moved to new projects, or the size of an organization becomes big enough to impede the flow of knowledge, making it difficult to improve or avoid repeating failures. The agile approach of knowledge sharing by face-to-face communication also limits learning to occur between independent teams in a development organization.

So the problems facing these communities seem complementary. At its core, the desire is to design work practices that balance the desire for innovation with knowledge of past experiences and best practices that will enable improvement in quality, productivity, and etc. This tension between past knowledge and innovation is particularly acute in the software industry, which involves the development of a highly variable product that dictates the need for continuous process adjustments.
The Agile community has focused on innovation and transfer of tacit knowledge, while the LSO community has focused on documenting and externalizing knowledge, or best practices. Each community has a piece of the puzzle, but neither have a full solution.

The workshop, which led to the papers in this book, explored issues ranging from how to use tool support to integrate organizational learning and agile processes to experience reports on using LSO and knowledge management repositories.

The paper “The Collaborative Learning Methodology CORONET-Train: Implementation and Guidance” by Niniek Angkasaputra, Dietmar Pfahl, Eric Ras, and Sonja Trapp reports on how to integrate web-based learning into continuous learning processes at a software organization. It describes a framework for learning and reports on an industrial case study that applied the approach.

In their paper, “Extending Agile Methods: Postmortem Reviews as Extended Feedback,” Torgeir Dingsøyr and Geir Kjetil Hanssen describe how lightweight post-mortem project reviews can be used to improve agile team processes. The paper follows similar lines of thinking as some work by Alistair Cockburn from the agile community.

Raimund L. Feldmann and Markus Pizka describe a distributed software engineering portal in their paper “An On-line Software Engineering Repository for Germany’s SME – An Experience Report”. The portal targets to support small and medium size software organizations that often do not have the resources to maintain a SE repository for themselves.

In “Tool Support for Experience-Based Methodologies,” Scott Henninger demonstrates a tool-based approach to organizational learning through the BORE (Building an Organizational Repository of Experiences). Bore combines a flexible software process approach to tailor knowledge to the needs of a project with an experience-based feedback mechanism to promote organizational learning. Rule-based and case-based reasoning approaches are used to collect and disseminate software knowledge.

Learning in software development is often based on communities of practice. In “Building Communities among Software Engineers: The ViSEK Approach to Intra- and Inter-Organizational Learning,” Britta Hofmann and Volker Wulf explain how the formation of these communities can be enhanced by combining a software engineering portal with the creation of regional networks of software developers.

The paper by Harald Holz and Frank Maurer on “Knowledge Management Support for Distributed Agile Software Processes” present a lightweight approach for process-centered experience management. It reduces the knowledge maintenance problem by utilizing existing web-based resources and only modeling the information needs of team members.

Mikael Lindvall, Ioana Rus, and Sachin Suman Sinha in “Technology Support for Knowledge Management” provide an overview on tools and approaches for supporting learning in an organization. They discuss a broad range of technologies covering document management systems, collaboration services, expert finder approaches and others.

The paper “Learning and Understanding a Software Process through Simulation of its Underlying Model” by Holger Neu and Ulrike Becker-Kornstaedt present an approach that uses discrete event simulation of a software process to help students to learn about the effects of changing decisions.
The last paper “Software Engineering Decision Making Support – A New Paradigm for Software Organizations” by Günther Ruhe shines a new perspective on software development. It addresses software processes from the decision support perspective and shows that a successful project relies on providing the right knowledge to the right people at the right time.

Overall, the papers in this volume reflect the current state of the art and major future trends in learning software organizations. These techniques have potential to have a significant impact on software development practices in the future, improving both software development productivity and quality by learning from past experiences.
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Abstract. Agile software development methods, such as Extreme Programming, focus on informal learning mechanisms like pair programming. Yet powerful methods, new knowledge that is gained in a project will not spread rapidly in an organisation if knowledge and experience is not externalised. We propose to combine a lightweight externalisation method: postmortem reviews with agile methods to strengthen the overall learning, and suggest how this can be done. We use practical experience from an Extreme Programming development project, and from conducting postmortem analysis in several companies in our discussion.
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1 Introduction

Agile software development methods such as Extreme Programming (XP) have in the past years achieved an explosive interest in the international information technology community. This can be seen as a reaction to the more traditional and control-oriented methods, where the waterfall method is an example. These methods focus on predictability through extensive planning and thoroughly follow ups on the plans. This way of running projects and develop software conflicts with the increasing need to handle rapid changes in projects and their environment. It is here that agile methods fit in. They are built to handle changes in design and requirements [1]. They open up for creativity during the whole project lifecycle and not just in the initial planning and design phases. Agile means smooth, non-bureaucratic and adaptable.

There are several methods in the agile family, for example Scrum, Crystal, FDD and more. Looking into these methods support for project and organization learning would be a comprehensive task. We have chosen to look at Extreme Programming, because this is a popular method.

The learning processes in XP are, as the rest of the method, agile. That means that the learning process is simplified compared to other more comprehensive development methodologies.

Pair programming is one of the XP “practices” that are designed to support knowledge transfer within a team. This works well for pairs of programmers, but we claim that learning can be even better if this is combined with other learning modes. In this paper we suggest to extend XP with an “agile” method for harvesting knowledge from
a group and documenting them in a way that makes them accessible to others: using postmortem reviews. We will show an example of a student XP project where postmortems have been used.

Now, we first discuss learning in software development, and outline a framework of learning modes developed by Nonaka and Takeuchi. Then, we discuss how learning takes place now in XP, before briefly discussing the research method applied here. Further, we introduce postmortem analysis, and show from a student example how this can be applied in XP. We end by discussing the additional learning aspects introduced by the postmortem.

2 Learning in Software Development

There are many theories of how learning takes place in ordinary work situations. Brown and Dugid [2] have described how “communities of practise” learn from each other, David Kolb [3] describes how people learns from experience, and Nonaka and Takeuchi [4] have developed a “theory of knowledge construction”.

Of course, learning also takes place in software development. New technologies, work methods as well as problems in existing software development methods requires that software developers are keen on learning.

2.1 A Model of Learning

To discuss learning in software engineering, we will rely on the model presented by Nonaka and Takeuchi. We choose this model, because of its emphasis on tacit knowledge, which shows how learning takes place in agile development methods. It is also a model that is generally known. They divide between two types of knowledge: Tacit knowledge, that humans have, but are unable to represent. An example is “how to ride a bike” – which is difficult if not impossible to write down. The other type of knowledge is explicit knowledge – which is possible to represent as process guidelines or any other form of documentation.

![Fig. 1. Conversion of Tacit and Explicit Knowledge.](image)

Further, Nonaka and Takeuchi divide between four modes of knowledge conversion between tacit and explicit knowledge, as shown in Figure 1:

- **Socialisation** means to transfer tacit knowledge to tacit through observation, imitation and practice, what has been referred to as “on the job” training. Craftsmanship has usually been learned in this way, where oral communication is either not used or plays a minor part.
• **Internalisation** is to take externalised knowledge and make it into individual tacit knowledge in the form of mental models or technical know-how. “Documents and manuals facilitate the transfer of explicit knowledge to other people, thereby helping them experience the experiences of others indirectly (i.e. 're-experience' them)”.

• **Externalisation** means to go from tacit knowledge to explicit. Explicit knowledge can “take the shapes of metaphors, analogies, concepts, hypotheses, or models”. This conversion is usually triggered by dialogue or collective reflection, but can also be the result of individual reflection, for example in a writing process.

• **Combination** is to go from explicit to explicit knowledge, that is, to combine and systematise knowledge from different sources such as documents, meetings, telephone conferences, or bulletin boards. Systematising this kind of explicit knowledge is to reconfigure it by sorting, adding, combining, or categorising the knowledge.

According to Nonaka and Takeuchi knowledge passes through different modes of conversion in which makes the knowledge more refined, and also spreads it across different layers in an organisation.

We will be using this framework in our discussion to come.

### 2.2 Learning in Extreme Programming

XP emphasises on teamwork and communication within software development teams. The originator of XP, Kent Beck, claims that the bottlenecks in software development all stem from the difficulty in communication between people [5]. One of the 13 practices in XP [1], pair programming, is designed to ensure that the programmers learn from each other. Pair programming is a technique that supports transfer of tacit knowledge, as Barry Boehm point out in an article, “agile methods derive much of their agility by relying on the tacit knowledge embodied in the team, rather than writing the knowledge down in plans” [6]. This can be general programming knowledge, knowledge on the use of tools, knowledge of the application domain etc. Pair programming works as knowledge transfer as what is called socialisation in Nonakas model.

XP in its simplest form prescribes no other documentation than the source code, which in most cases means that much relevant knowledge is inaccessible to others than the ones that work in each project.. Nevertheless, XP projects often develop other types of documentation, but this is often on a 'need to know' basis and is not intended to be used for knowledge transfer beyond the project.

### 3 Research Methods

The research reported here was carried out in a research project with participants from academia and industry, called Process Improvement for IT industry (PROFIT). Researchers work in tight co-operation with nine companies that develop software, with different process improvement initiatives.

For the part on postmortems, we have participated in collecting experience from real software projects in a real environment. This is often referred to as action research [7, 8]. The benefit with this type of research is that the actual problems are
very relevant to industry. A difficulty is that we have limited control over the surroundings, so the results might not be as generally applicable as when using for example experiments.

The researchers have had two roles in this work: First, as a kind of process leader who have organised a meeting: Set the agenda in co-operation with industry and organised discussions. On the other hand, the researchers have been observers trying to document the process and the results of the meeting.

For the part on XP, we have run a student project using XP, where four students have been working in couples for 12 weeks to develop software. We have had weekly meetings with the students to discuss progress. Our analysis and description in this paper are based on discussions with these students in addition to the literature.

4 Learning through Postmortem Reviews

A postmortem review is a review done in the end of a project to sum up good and bad experiences. There are several ways to perform such [9]. Apple has used a method [10] which includes designing a project survey, collecting objective project information, conducting a debriefing meeting, a “project history day” and finally publishing the results. At Microsoft they put much effort into writing “postmortem reports”. These contain discussion on “what worked well in the last project, what did not work well, and what the group should do to improve in the next project” [11]. The size of the resulting documents are quite large, “groups generally take three to six months to put a postmortem document together. The documents have ranged from under 10 to more than 100 pages, and have tended to grow in length”.

A problem with these approaches is that they are made for very large companies, who can spend a lot of resources on analysing completed projects. We work with medium-sized companies where 5-10 people usually participate in a project, ranging in size from about 8 to 50 man-months. To suit this type of projects, we have developed a “lightweight” version of postmortem reviews [12, 13].

We have used postmortem reviews as a group process, where most of the work is done in one meeting lasting only half a day. We get as many as possible of the people who have been working in the project to participate, together with two researchers, one in charge of the postmortem process, the other acting as a secretary. The goal of this meeting is to collect information from the participants, make them discuss the way the project was carried out, and also to analyse causes for why things worked out well or did not work out.

Our “requirements” for this process is that it should not take much time for the project team to participate, and it should document the most important experience from the project, together with an analysis of this experience.

4.1 Lightweight Postmortem Review

We have used two techniques to carry out lightweight postmortem reviews. For a focused brainstorm on what happened in the project, we used a technique named after a Japanese ethnologist, Jiro Kawakita [14] – called “the KJ Method”. For each of these sessions, we give the participants a set of post-it notes, and ask them to write one “issue” on each. We usually hand out between three and five notes per person,
depending on the number of participants. After some minutes, we ask one of them to attach one note to a whiteboard and say why this issue was important. Then the next person would present a note and so on until all the notes are on the whiteboard. The notes are then grouped, and each group is given a new name.

We use a technique for Root Cause Analysis, called Ishikawa or fishbone-diagrams to analyse the causes of important issues. We draw an arrow on a whiteboard indicating the issue being discussed, and attach other arrows to this one like in a fishbone with issues the participants think cause the first issue. Sometimes, we also think about what was the underlying reasons for some of the main causes and attach those as well.

4.2 Example Results from a Lightweight Postmortem Review

The following example of KJ and Root Cause Analysis is taken from a non-XP project, but the example illustrates the techniques, which is independent of the method. One result from a KJ session was two post-it notes grouped together and named “changing requirements”, with the following statements from two developers:

"Another thing was changes of requirements during the project: from my point of view – who implemented things, it was difficult to decide: when have the requirements changed so much that things have to be made from scratch? Some wrong decisions were taken that reduced the quality of the software”.

“Unclear customer requirements – which made us use a lot of time in discussions and meetings with the customer to get things right, which made us spend a lot of time because the customer did not do good enough work.”

When we later brought this up again and tried to find some of the root causes for “changing requirements”, we ended up with the fishbone diagram in Fig. 2.

![Fishbone diagram for “Changing Requirements”](image-url)
The root causes for the changing requirements, as the people participating in the analysis saw it, was that the requirements were poorly specified by the customer, there were “new requirements” during the project, and the company knew little of what the customer was doing. Another reason for this problem was that documents related to requirements were managed poorly within the company. In Fig. 2, we have also listed some subcauses.

4.3 Experience with Postmortem Reviews in Extreme Programming

Two students used postmortem reviews as a learning mechanism in XP. They developed an Intranet-based electronic process guide for a local company, and used XP as their development process. The project lasted for three months and the two programmers used approximately 430 hours on the development project. The project had 7 iterations, and all XP practices were followed. In addition to the project work they also spent approximately 20 hours on postmortem activities to collect and discuss experiences.

Initially the programmers used XP as it is described in the literature [15]. Although XP is built on many well known concepts, it needs local adaptation and tailoring [5]. With this in mind the students wanted to adapt their use of XP during the project, based on their own experiences. The practices were revised from iteration to iteration. After each of the seven iterations a postmortem was conducted to identify both positive and negative experiences. The participants were the two programmers and the customer representative; the whole session lasted for about one hour. Examples of positive experiences collected from such postmortems were "spiking on new technology is useful" and "refactoring is useful in each iteration". Examples of negative experiences were "get no production code when one programmer is sick (inactive)" and "difficult to estimate large stories". The programmers used these experiences to suggest improvements in the XP-practices. An example of one such improvement suggestion is "must split large stories into small ones, maximum 1/2 an iteration".

Initially each practice was printed on a paper and taped to a wall; each sheet had a description of one practice. The most interesting post-it notes (the experiences) from the postmortem were placed beside the sheet describing the related practice. In the same way, each improvement suggestion was written on a post-it note and placed beside the related practice. The programmers also wrote suggestions during the iteration. When the programmers decided to implement a suggestion, they removed the suggestion post-it note and adjusted the practice by rewriting the practice description, print it, and then place it on top of the old sheet. In this way they had a continuously experience based adaptation of XP. At the end of the project they had all changes placed on the wall and they could look back on the improvement history of each practice by looking at the old sheets below the prevailing one on the top. In Figure 3, we show how the "improvement wall" looked like during the project.

Figure 4 shows the number of suggestions that came up from the postmortem on each iteration. Most of these suggestions were implemented in the next iteration.
Fig. 3. The improvement wall, showing practice names and descriptions, experience and suggestions for changes (picture text in Norwegian).

Fig. 4. Improvement suggestions per iteration.

5 Discussion and Conclusion

This paper argues that postmortem reviews and especially the KJ-technique can be used to adapt XP during a project. It is likely to believe that some of these experiences and the suggestions from the student project never would have been found without this support. One advantage of using KJ in this case was that the programmers could evaluate their experiences in co-operation with other stakeholders in the project, which in this case was the customer representative. Other stakeholders like system
architects, document and database-responsible can also be involved to a greater extent.

We have now shown postmortem reviews as a method for capturing experience from software projects, and have shown results from applying it in a student XP project.

Pair programming seems to be an excellent method for socialisation in software development projects, but we think that learning gets even better if this method is combined with others, as shown in Figure 5. We have shown how XP can be extended in a quite “agile” way to also support externalisation.

![Fig. 5. Extending XP for learning with both socialisation and externalisation.](image)

This extension increases learning in the following ways:

- Other people than the ones participating in an XP project can gain knowledge on XP, and especially how XP is best tailored to an organisation’s needs.
- The people participating in an XP project will gain a deeper knowledge of their own XP practice by externalising knowledge – and can more easily discuss changes in practice.

We think this is a method that can give new insights on local adaptations of software development, give better educated software engineers, and make XP more varied and fun for software developers.
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Abstract. The introduction of new methodologies into a software organization is a non-trivial problem because it usually requires the alteration of existing business and development processes and the change of habits and beliefs of software engineers and managers. This is particularly true for comprehensive methodologies that integrate e-learning and knowledge management. An example is the web-based collaborative learning methodology CORONET-Train recently developed in an international research project. This paper describes how CORONET-Train and its supporting software infrastructure WBT-Master can be successfully established and retained in a software organization by using adequate implementation and guidance processes, which take into account aspects of organizational culture. In addition, the paper summarizes results gained from industrial case studies that provide evidence for the effectiveness of these processes.
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1 Introduction

Continuous education has become an important facilitator of software process improvement [1] and organizational learning [2, 8]. However, university education and classroom-based professional training courses alone cannot satisfy the constantly growing demand for specific technology training in software industry due to the limited number of people they can reach. New methodologies and software infrastructures for learning at the workplace are needed.

The European research project CORONET (Corporate Software Engineering Knowledge Networks for Improved Training of the Workforce), which finished in April 2002, provides the comprehensive learning methodology CORONET-Train. The overall goal of CORONET-Train is to facilitate web-based collaborative learning of software engineers at the workplace in a systematic and on-demand-focused way.

The introduction of complex new methodologies such as CORONET-Train into a software organization is a non-trivial problem because it affects the existing business and development processes, and it requires the change of established habits and beliefs of software engineers and managers. In particular, acceptance of the software infrastructure needed to support the new learning methodology and compatibility of the methodology with the organizational culture, i.e. with regard to collaboration, require special attention to avoid that they impede successful introduction.
Once introduced into the organization, another risk for the sustained implementation of a learning methodology such as CORONET-Train is the lack of guidance for the users of the methodology, i.e. the software engineers, and those who are in charge of managing the whole learning environment, i.e. the learning managers. Therefore, CORONET-Train offers a framework and a guide map that help to match available learning scenarios with emerging learning needs.

This paper describes how CORONET-Train and its supporting software infrastructure can be successfully established and retained in a software organization by using adequate implementation and guidance processes, and taking into account the maturity of the collaborative culture within the organization.

The structure of this paper is as follows. In Section 2, a brief description of CORONET-Train is given, and its recommended supporting infrastructure WBT-Master is presented. In Section 3, the importance of organizational culture for the establishment of collaboration is discussed. The processes for implementing and operating CORONET-Train, which are the focus of this paper, are described in Section 4. Results of industrial applications and evaluation studies are presented in Section 5. Conclusions are presented in Section 6.

2 CORONET-Train

This section briefly outlines the learning methodology CORONET-Train, highlighting the collaborative aspects, the set of learning, knowledge transfer and knowledge engineering methods, the integration of e-learning with knowledge management, and the recommended software infrastructure, WBT-Master. More complete descriptions of CORONET-Train and WBT-Master can be found in [6, 11].

2.1 Collaborative Learning with CORONET-Train

In industrial software organizations, there is a broad range of learning settings\textsuperscript{1} that potentially apply to knowledge workers who are in need of evolving their professional knowledge and skills. One extreme of the range is the learning setting ‘participating in a course’, characterized by the organizational need for long-term competence development with predefined individual learning goals, well-structured subject matters, and availability of dedicated trainers/tutors and learning materials. On the other extreme, there is the setting ‘learning within daily work’, characterized by short-lived learning goals of knowledge engineers and the need for spontaneous information search, mainly aimed at solving problems that emerge from daily work.

A major strength of CORONET-Train is its ability to cover the whole bandwidth of learning settings, from short-term problem-solving through quick information access to long-term competence development through dedicated web-based training, tutoring and mentoring. The important characteristic of CORONET-Train is its focus on collaborative approaches for all relevant learning settings. In particular, CORONET-Train promotes and supports the development of sustained interpersonal

\textsuperscript{1} The term ‘learning setting’ in this paper is defined as the implementation of a didactical design consisting of topic-related content, instructional strategies, learning activities, and tool support.
relationships in combination with comprehensive functionality for accessing, annotating, and extending materials (from others and for others). In this way, it helps to establish learning networks in which people of equal and different competence levels practice both individual and group learning, experience-based learning, learning with multiple activities and resources, and knowledge sharing.

2.2 CORONET-Train Methods and Learning Scenarios

In order to facilitate collaborative learning, CORONET-Train offers three classes of methods, each method consisting of a set of processes and activities (see Fig. 1):

a) **Learning methods:** Five methods (Case-Based Learning, Theme-Based Learning, Web-Based Training, Web-Based Tutoring, and Knowledge Sharing) define learning processes and activities that are adequately tailored to specific learning situations and learning needs of software engineers. The description of processes and activities is made from the perspective of those who wish to acquire new knowledge and skills related to a specific subject matter.

b) **Knowledge transfer methods:** Three methods (Training, Tutoring, Mentoring) define processes and activities that subject matter experts can apply in order to disseminate their know-how and help software engineers satisfy their learning needs.

c) **Knowledge engineering methods:** Four methods (Authoring, Structuring, Administration, Management) define processes and activities that are needed to develop, structure, and maintain learning resources, to set-up and maintain the software infrastructure, to administer the users of the infrastructure, and to introduce and manage the learning environment.

A learning scenario is an implementation of one or more CORONET-Train methods or parts of them (i.e. processes and their activities). In a learning scenario, processes and activities are adapted to a particular learning situation and supporting software infrastructure. The purpose of learning scenarios is to organize and maintain relationships among individuals involved in a learning situation by defining the sequence of tasks and their associated actions, which have to be performed in order to reach a learning objective.

During the CORONET project, a number of learning scenarios have been developed in order to show how CORONET-Train can be applied to frequently occurring learning situations in software organizations, e.g. web-based mentoring, web-based knowledge mining, web-based collaborative problem-solving, and web-based virtual classroom.

Once learning managers are familiar with CORONET-Train, they can develop new learning scenarios to adapt CORONET-Train to different learning situations. The following steps can help to develop a particular learning scenario:

a) describe the current learning situation;

b) characterize the type of learning (e.g. learning a subject matter topic comprehensively, problem solving, etc.);

c) identify relevant means to support the learning (e.g. learning platform, internet technology, knowledge resources etc.);

---

2 In CORONET-Train, the term ‘learning process’ is used to define a sequence of learning activities. This differs from the usage of the term ‘learning process’ in educational science, where it refers to the internal processing of information by a learner.
d) select appropriate processes and activities from the CORONET-Train methods;
e) represent the learning scenario in the form of a guidebook.

**Fig. 1.** Overview of CORONET-Train

### 2.3 Integration of e-Learning (Web-Based) and Knowledge Management

The integration of e-learning and knowledge management processes has the potential to produce synergies that significantly improve the creation of new (tacit and explicit) knowledge, as well as the performance of efficient and effective learning processes.

Core processes of knowledge management are knowledge creation, knowledge structuring, and knowledge dissemination (see Fig. 2). Knowledge dissemination and knowledge creation also occur in e-learning. Typically, however, in e-learning, the links between knowledge dissemination and knowledge creation are rather weak from an organizational perspective. On the one hand, new (individual) knowledge generated through learning is not (sufficiently) made explicit, e.g. in the form of new or enhanced learning materials. On the other hand, there is a lack of adequate structuring mechanisms that would allow for easy retrieval and reuse of existing knowledge (generated by others).

**Fig. 2.** Integration of e-learning with knowledge management in CORONET-Train
CORONET-Train bridges this gap by providing flexible annotation and recording mechanisms for discussion threads, and by applying advanced knowledge structuring methods for all sorts of learning resources. Application of these mechanisms facilitates on-demand creation, evaluation and evolution of learning materials based on effective retrieval, feedback, and reuse support. In addition, knowledge creation, knowledge structuring and knowledge dissemination can benefit from learning networks and their associated collaborative learning processes by systematically capitalizing upon individual expertise gained during collaborative learning.

2.4 Supporting Infrastructure: WBT-Master

In order to put CORONET-Train into practice and to be able to evaluate its concepts within the CORONET project, the prototype of a supporting infrastructure was developed under the name WBT-Master.

WBT-Master provides essential features to support communication and collaboration, e.g., comprehensive access mechanisms to relevant knowledge repositories, subject matter experts and peer learners.

Technically speaking, WBT-Master is a complex Internet application that supports several dozens of different tools, utilizes many different data structuring facilities, and can (potentially) provide access to limitless different learning resources. At the same time, the system is highly modular and just a few components might be dynamically selected to work with (personal desktop concept). On the other hand, WBT-Master integrates all its tools and processes into a single operating environment. Moreover, any learning object produced by means of one system component by one user may be reused by others in different contexts. Thus, even such non-innovative components as structured discussion forums, and annotations get new value just because of the possibility to seamless integration with other components.

Another strength of WBT-Master is its high degree of compatibility. A major problem of modern e-learning solutions is content incompatibility (of proprietary content). Users are often reluctant to switch to new, more advanced e-learning platforms because of the presence of existing content, which might be incompatible with the new system. WBT-Master supports internationally recognized standards as IMS/LRN 2.0 and SCORM, and special converting tools to import/export any content elements compatible with the standards.

3 Organizational Culture and Collaborative Learning

Based on the definition by E.H. Schein [9], culture is recognized as an invisible medium that forms our communications. It determines our definitions of success, prosperity, growth, failure, mediocrity, and effectiveness. The cultural aspects that help to define an organizational culture are artifacts, espoused beliefs and basic underlying assumptions of the organization.

Collaboration is a natural social skill that enables people to accomplish more than they would accomplish alone. Collaboration is a product of one or more common goals, values, needs, ideals, visions or interests.

Organizational culture has some bearing on the establishment of collaboration. Collaborative culture is characterized by constructive interdependence, heterogeneity,
and personal competencies for learning, teaching/training and problem-solving. There are three defined maturity levels of collaborative culture:

I. An organization in which individuals collaborate on an ad-hoc, reactive basis, i.e., no knowledge processes or systems for tracking of knowledge exist.

II. An organization that has some success in collaboration, training programs on collaboration and ‘best practices’ learning.

III. An organization that has a collaborative function, relationship database, proactive collaboration strategy and knowledge programs tied to rewards.

The CORONET system, formed by the methodology CORONET-Train and its supportive infrastructure WBT-Master, provides comprehensive solutions to establish collaborative learning in software organizations. But its effectiveness partly depends on the existence of a collaborative culture within the software organization. Since high-level collaborative culture makes it easy to establish learning networks, learning managers should concentrate on initiating the cultural changes that are necessary for the introduction and maintenance of collaborative learning processes. On the other hand, the implementation of CORONET-Train and WBT-Master is not restricted to maturity level III organizations. Due to its modularity, the CORONET system can easily be adapted to all levels of collaborative culture by the possibility to implement only subsets of its methods, processes, and tools. Nevertheless, an organization should strive towards achieving level III of collaborative culture, in order to fully benefit from all the functionality designed especially for collaborative learning.

4 Implementing CORONET-Train

The implementation of CORONET-Train consists of two main stages, the introduction stage and the operational stage. The introduction stage is necessary for a software organization which uses CORONET-Train for the first time, while the operational stage is important to further establish and expand the usage of CORONET-Train within an organization after introduction.

4.1 Introduction Stage

In order to introduce CORONET-Train into a software organization four steps need to be taken:

Step 1 (Preparation): The strategic manager of the organization identifies the objectives and scope of learning and assigns persons to the CORONET roles Learning Manager, Author, Knowledge Engineer, and Administrator3.

Step 2 (Set-up): The learning manager identifies potential users, defines and assigns suitable competence levels, identifies and selects existing (pre-defined) learning scenarios or develops new learning scenarios. The Administrator installs the learning infrastructure (e.g. WBT-Master), administrates the system (i.e. configures the repository, user access, etc.). Knowledge Engineer and Author export existing corporate learning resources to the repository and develop training material.

---

3 The CORONET role model is fully explained in [6].
Step 3 (Execution): The learning manager decides on the proprietary learning network (consisting of learning groups and relevant contents) and guides the Knowledge Workers in performing the learning scenario.

Step 4 (Dissemination): The strategic and learning managers initiate the rollout of CORONET-Train within the organization.

During the introduction stage, special care should be given to the users (i.e. the Knowledge Workers). The following success factors should be considered:

a) Start with simple learning scenarios, and then gradually develop more complex learning scenarios.

b) Provide support based on the three types of new users: (a) users who are novices of using the methodology and infrastructure and are experts of subject matters, (b) users who are familiar with the methodology and infrastructure but novices of subject matters (c) users who are novices of both subject matters and the methodology and infrastructure.

c) Provide adequate guidance until the learning objective is achieved and users are getting accustomed to the new learning environment.

d) Give the users the chance to understand how the system works:
   - Let the users experience all of the learning and knowledge transfer methods
   - Give them time to grasp the typical features of the infrastructure functionality
   - Afterwards, rely on the intelligence and the intuition of the users to creatively use the system.

e) In order to attract attention, provide adequate contents that respond to the competence levels of the users.

It should be underlined that the gradual introduction is the best way for software engineers to adapt to the learning methodology and infrastructure, starting from simple learning scenarios that are customized to the typical learning needs. Having experienced at least one simple learning scenario, users are expected to be ready to proceed to other more complex learning scenarios.

4.2 Operational Stage

Once the introduction stage is over, regular operation of the CORONET system starts. In the operational stage, the Knowledge Workers are acquainted to the new way of learning and can continue without close involvement of the Learning Manager. The Learning Manager interferes only when necessary.

To make sure that collaborative learning according to CORONET-Train further develops throughout the organization, sufficient guidance of the system users is needed. Thus, during the operational stage, a learning cycle consisting of three phases guides the Knowledge Workers as shown in Fig. 3.

Phase 1: Identification of learning need
   - Specification of problems to be solved, knowledge to be acquired, or ideas to be discussed
   - Retrieval of available information and identification of peers/experts

Phase 2: Collaborative learning-on-demand
   - Choice of suitable learning scenarios
   - Execution of learning scenarios
   - Generation of solution, acquirement of knowledge
The typical learning cycle:

Phase 1: Identification of learning need

Phase 2: Collaborative learning on demand

Phase 3: Application of solution and follow up

Knowledge/Skills acquired
Resources enhanced

Fig. 3. The three-phase CORONET-Train learning cycle during the operational stage

Phase 3: Application of solution and follow up
- Documentation of results (knowledge or problem solution)
- Application of the acquired knowledge or problem solution
- Validation of knowledge or problem solution and feedback

4.3 CORONET-Train Application Guide Map

To support the choice of a suitable learning scenario, the definition of a guide map is strongly encouraged. Using the symbols shown in Fig. 4, CORONET-Train provides a complete guide map⁴ comprising all pre-defined learning scenarios. With the help of this guide map, it is easy to find the adequate scenario for a particular learning need in a specific learning situation.

| action | Contains a phrase to indicate an action performed by a Knowledge Worker in phase 1 of learning cycle. |
| state | Describes a state of a Knowledge Worker’s situation. |
| learning scenario | Indicates which learning scenario is being applied in phase 2 of the learning cycle. |
| op. | Operator: AND, OR, XOR to indicate some actions happen either simultaneously, optionally, exclusively. |
| action | Contains a phrase to indicate an action performed by a Knowledge Worker in phase 3 of the learning cycle. |
| Latest stage | Describes a latest stage of a flow sequence. |
| additional notes | Indicates additional notes. |

Fig. 4. Guide map symbols

⁴ The description of the CERN process [3] inspired the notation used for the CORONET-Train guide map.
The starting point of the CORONET-Train application guide map is shown in Fig. 5. It relates to the first phase of the learning cycle where the Knowledge Workers identify the learning need.

Fig. 6 shows a more detailed extract of the guide map related to problem-solving during project work. In this learning situation, as a first action, Knowledge Workers formulate the problem to be tackled. Then, they can choose from two cases, each case corresponding to a specific CORONET-Train learning scenario. The application guide map directs Knowledge Workers in choosing the most suitable case.

Fig. 5. Starting point of CORONET-Train application guide map

5 Application and Evaluation

At the industrial application partner sites of DaimlerChrysler and Highware, the CORONET system was evaluated in laboratory settings and under real-life conditions. Fig. 7 shows the differences between the evaluation contexts of the two companies (more details about the evaluation process and its results can be found in [7]).

The CORONET system was introduced and operated in both companies according to the processes presented in Section 4, adapted to the respective organizational perspective. One of the main evaluation goals focused on the effectiveness of learning with the CORONET system. The results of the evaluation studies are in its majority positive:

- The concepts contained in the learning methodology CORONET-Train are presented in a clear and concise style so that learners, trainers, tutors, and authors can easily identify the right learning scenario for their particular learning/training needs. This is particularly true for the scenario Web-Based Training.
- For training service provider Highware, the Virtual Classroom scenario offers a viable alternative to classical in-class training settings. The effectiveness of virtual classes was judged of being at least as effective as conventional in-class sessions. For the effective support of web-based experience sharing, the CORONET system successfully helped establish a network of geographically distributed learners and trainers.
Fig. 6. Guide map extract related to problem-solving during project work.
The Collaborative Learning Methodology CORONET-Train

<table>
<thead>
<tr>
<th></th>
<th>Highware</th>
<th>DaimlerChrysler</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of company</td>
<td>Training service provider</td>
<td>Industrial corporation</td>
</tr>
<tr>
<td>Number of evaluation</td>
<td>32</td>
<td>40</td>
</tr>
<tr>
<td>users</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Organizational culture</td>
<td>Small to medium-sized</td>
<td>Complex team-oriented</td>
</tr>
<tr>
<td></td>
<td>network-like organizational settings with strong service orientation</td>
<td>organizational setting with strong product focus</td>
</tr>
<tr>
<td>Evaluation approach</td>
<td>Kirkpatrick’s scheme of</td>
<td>Cognitive-load theory [10]: think-aloud protocols during systematic observation</td>
</tr>
<tr>
<td></td>
<td>evaluation [5]:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>measurement of effectiveness of training efforts</td>
<td></td>
</tr>
<tr>
<td>Learning scenarios</td>
<td>Web-based training</td>
<td>Web-based knowledge mining</td>
</tr>
<tr>
<td>evaluated</td>
<td>Web-based virtual</td>
<td>Web-based collaborative</td>
</tr>
<tr>
<td></td>
<td>classroom</td>
<td>problem solving</td>
</tr>
<tr>
<td></td>
<td>Web-based experience</td>
<td>Web-based mentoring</td>
</tr>
<tr>
<td></td>
<td>sharing</td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 7. Evaluation parameters**

- The evaluation goals at DaimlerChrysler were led by the principle that the process of building up knowledge should be as efficient as possible and organized in a way that task-irrelevant cognitive load is as minimal as possible. The scenarios chosen were quite complex and would have demanded more time and effort for users to become acquainted with the system before starting any real learning activities.

Analyzing the results of the evaluation studies, with regard to the effectiveness of the CORONET-Train implementation and guidance processes, the results are not fully consistent. It clearly appeared from all evaluation studies in both companies that users need some time to handle the new learning environment before they can effectively focus on any specific learning activity. However, from the perspective of the training provider Highware, the available implementation and guidance processes seemed to be sufficiently useful for their learning scenarios, while the users at DaimlerChrysler seemed to be more sensitive to usability aspects of the software infrastructure and would have appreciated better guidance during performance.

Besides that, some observations and conclusions on cultural and organizational aspects can be drawn from the evaluation studies. The analysis of the CORONET system user profiles clearly showed that there was a positive predisposition to work with a web-based learning environment, as most of the users had been familiar with information and communication technologies for more than two years. This was certainly a positive influence factor for the introduction of CORONET-Train. On the other hand, some cultural factors were detected as being critical. Shifting to the successful operation of CORONET-Train requests changes in the behavior of nearly all the roles involved. The changes are mainly related to:

- **the learning approach**: shifting from the conventional presence learning mode to using the Internet is not obvious for learners who have not yet had experience with or have not been sufficiently prepared to using the new learning and knowledge transfer processes offered by the learning methodology;

- **the pedagogical approach**: replacing interpersonal relations typically occurring in conventional classroom settings by interactions between the learner and the web-based learning environment requires new competence on the part of trainers, tutors, and authors of learning materials.

These findings reinforce the assumption that for implementing a collaborative learning environment like the CORONET system, it is highly recommended to properly introduce both the methodology and the infrastructure to all types of users.
6 Conclusion and Future Work

The evaluation studies conducted during the CORONET project show that there are good chances to successfully introduce even complex new methodologies and learning infrastructures, provided that emphasis is placed on adequate implementation and guidance processes. Furthermore, the expectation was nurtured that by gradually discovering the wealth of collaborative learning and knowledge exchange according to CORONET-Train, users of the CORONET system will contribute to the improvement of the collaborative culture in their organization. Sustainability of learning effects and knowledge acquisition, however, still needs to be proven by long-term evaluation studies.

An interesting task for future work will be the extension of current CORONET-Train implementation processes towards reuse of WBT-Master patterns into company proprietary or commercial-off-the-shelf learning software infrastructures. Future work will also focus on improving the guidance processes of CORONET-Train in order to overcome the weaknesses in the guidance during operational use with complex learning scenarios as observed in the evaluation studies conducted by DaimlerChrysler.
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Abstract. The paper presents the concepts of the Distributed Center of Competency in Software-Engineering (ViSEK): a German national initiative to encourage intra- and inter-organizational learning in the software industry. Taking a socio-cultural stance, learning is understood as enculturation in a community of practice. So community building becomes an important objective when fostering intra- and inter-organizational learning. The ViSEK-project encourages community building among software-engineers at three different levels: between leading research groups, between research groups and practitioners, and among practitioners from different small and medium size enterprises (SMEs). We describe two approaches for community building more in detail: (a) an internet portal which presents software engineering knowledge and offers functionality for community support, (b) a regional network of SMEs which stimulates learning among its members in the field of usability engineering.

1 Introduction

The field of Software-Engineering develops rapidly. Furthermore software development knowledge is very specialized and fast out-of-date. Especially for small and middle-sized enterprises (SMEs) it is hard to keep pace with actual software trends and the requirements of dynamically changing markets. SMEs typically have neither own divisions for personal development nor enough time and financial resources to visit expensive and time-consuming seminars. To be in business with big software competitors SME have to meet two challenges: First they have to stay up-to-date with theoretical software engineering knowledge; second they need practical experiences in state of the art technologies and methods to decide if it is worth to learn a new engineering method or to pay for a development tool. In other words: SMEs need expert knowledge and practitioner experience to fit the requirements of their markets.

Due to the fact that SMEs play a major role in the German software industry (Broy et al. 2001), the Federal Ministry of Education and Research funded the ViSEK Consortia to support German SMEs in coping with these two challenges. ViSEK is the acronym for “Virtual Software-Engineering Competence-Center”. ViSEK has two main goals. First, it should consolidate the state of the art in software engineering and develop an internet portal which presents practical relevant knowledge in a repository structure (cf. Feldmann and Pizka 2002). Second, it should build up a lively software engineering community that brings together SMEs from the software and media and industries with researchers from the field of Software Engineering.
Effective learning and knowledge creation does not take place in social isolation. In fact, learning is a constructive and socio-cultural process (see Bateson 1983; Lave and Wenger 1991; Wenger 1998). Therefore, the ViSEK portal offers besides the knowledge repository options to discuss and exchange knowledge. These community features enable SMEs not only to collaborate with researchers but also with colleagues from other software companies. Such a conjunction between research institutes and SMEs holds mutual benefit. On the one hand SME practitioners gain insights into state of the art of software engineering knowledge. On the other hand researchers get feedback to focus their work towards challenges which are relevant in practice. The exchange and collaboration of different SME triggers inter-organizational learning effects. This is very important, since SMEs have to focus on their core competences. Learning should therefore include aspects of network building to cope with complex problems and projects.

2 Learning as Enculturation in Communities

ViSEK as a learning platform stands on two pillars: software engineering repository and community. We believe that according to recent learning studies pure repository approaches grasp to short in supporting people to learn effective and efficiently (Davenport and Prusak 1998; Ackerman, Pipek, and Wulf 2003).

Pure repository approaches are based on an “instructionist” understanding of learning. The learner is seen as receptive system, which stores, recalls and transfers knowledge. This understanding was criticized from theoretical and practical point of view (see Collins et al. 1989, Schulmeister 1997). Thus recent scientific approaches favor constructionist and socio-cultural concepts of learning. Based on the work of Piaget and Bateson (1983) learning is seen as an active and constructive process (cf. Prenzel & Mandl 1993). Learning means not just transferring knowledge. Learning is rather the permanent construction of knowledge, based on former experiences. Hence knowledge is linked to real world problems.

In the last decade constructionist theories of learning played an important role in the development of new computer-based learning-forms (Duffy und Jonassen 1992, Gräsel et al. 1997).

Socio-cultural learning theories refer to Vygotsky (1962). They are based on ethnographical studies in different cultures (Lave und Wenger 1991). Those theories take learning as a collective process and linked to specific contexts of action. Knowledge emerges in communities of practice by discursive assignment of sense. Communities of practice are characterized by common conventions, language, tool usage, values and standards. Learning is understood as the gradual inclusion or insertion into a community of practice (enculturation). Enculturation is consolidates by “cognitive apprenticeship” (Collins et al. 1989, Lave and Wenger 1991; Wenger 1998).

3 Software Engineering in Germany

The current situation in the German software industry is characterized by lacking social networks especially among different SMEs and lack of exchange between software engineering practitioners and researchers. Looking at the SE-research insti-
tutions, we find quite some groups of excellent researchers, spread over Germany. However, these groups are poorly connected; especially what concerns the operational level. They focus on different topics, following different research agendas and paradigms. Moreover, innovative highly interdisciplinary fields such as usability engineering are not well enough connected with the traditional SE groups.

We believe that diversity is the motive power of scientific progress. However, diversity only contributes to scientific advance, if there are explicit links and discourses among the different research groups. This requires mutual understanding and the development of shared concepts. Consistent software engineering concepts are so far out of sight. A consistent terminology is still missing. Same terms (e.g. "interface" or "component") mean in different sub areas completely different things; in other cases different terms have the same meaning. For theoretical and practical reasons, we do not believe that a unified language is achievable for a heterogeneous research field such as Software-Engineering. However, we believe that a more intense scientific discourse between the different subfields would lead to new insights. Moreover, an unreflected use of terms leads to particular confusion in collaboration with practitioners.

Looking at the relation between SMEs in the software and media industry, we find a lacking culture of trust and cooperation. This may be explained by their fear of competition. However, without inter-organizational cooperation SMEs have severe problems to handle big and complex projects, to keep pace with software trends, and to follow requirements of dynamic markets.

Therefore, ViSEK faces three main challenges: The first challenge is to strengthen the German scientific software-engineering community. The second challenge is to trigger cooperation among the SMEs of the software and media industry, and the third challenge is to bridge between sciences and practice.

4 The Approach Taken by ViSEK

The scientific consortium of ViSEK consists of eight research institutes: five Fraunhofer Institutes and three groups based at research universities\(^1\). The different knots of the network cover the different regions of Germany rather well.

To prepare for community building on the national level, all partners work together in organizing press conferences or other public relations activities to communicate the need for cooperation among SMEs and IT-research.

More importantly, the joint design of the web-based portal triggers community building among the scientific institutes. While the implementation of the portal is carried out by one of the partners based on an existing content management system, the scientific consortium has to cooperate closely in the design of the portal. Designing a SME-oriented presentation of software-engineering knowledge is a complex process with lots of interrelated cooperative activities. Here we will focus on three activities the scientific consortia is concerned with: (a) creating a joint classification scheme for software engineering knowledge as a basis for the main navigation structure of the portal, (b) establishing a common terminology as a basis for a joint index,

\(^1\) Fraunhofer IESE, Kaiserslautern; Fraunhofer FIT, Sankt Augustin; Fraunhofer FIRST, Berlin; Fraunhofer IITB, Karlsruhe; Fraunhofer ISST, Berlin and Dortmund; Technical University of Munich; OFFIS at the University of Oldenburg; Technical University of Cottbus.
(c) reviewing each others content for the repository to ensure quality standards and readability. All these activities support community building effects among the scientific institutions, since they are forced to refer to each others work in achieving the common goal.

The scientific partners agreed to apply the SWEBOK 0.95 classification scheme of software engineering knowledge to be the starting point for creating a navigation structure inside the portal. So each partner started classifying his specific knowledge according to the SWEBOK scheme. This activity leads to intense discussions among the partners, since they had to refer to each others contributions as well as to agree on modifications of the SWEBOK classification scheme. The creation of a classification scheme for navigation is a highly political activity because it influences the accessibility of the different partners content.

As we assume that SMEs produce software for specific application domains, we designed two domain-specific access modes for the portal: E-Business Applications and (Safety) Critical Systems. The different partners have to integrate their content into this domain-specific structure where possible. This way they have to discuss and agree on a domain-specific coverage of the field, as well.

Another challenge is the elaboration of a knowledge index. In the different schools and subfields of software-engineering, there exist various meanings of the same terms. How to deal with this problem? One possible solution would be to use only a high level definition of these terms. The disadvantage of high level definitions is the fact that these definitions are not very meaningful to users, especially from SMEs. So the consortium agreed that, in specific cases, it would be better to allow different well-defined concepts in parallel. The joint reflections during the portal building process triggers mutual learning among the scientific research communities and connects the individual German research institutes more closely.

Additionally to German-wide community activities the scientific partners organize community building activities on the local level. This is very important since we cannot hope to create a SE-community on the national level in a first step. People exchange knowledge only in case they trust each other. It is very helpful in establishing confidence, when people can easily meet each other and discuss, without having to bridge big distances. As a first step we decided not to build a pure online-community. We use the web-based portal as a medium to organize real world communities, which may meet in the virtual space, as well.

In the following we exemplify the local community building activities undertaken by one of the ViSEK partners: the Fraunhofer FIT in the Bonn region. Similar activities are initiated by other ViSEK partners.

4.1 Building Local Communities

The Bonn region is characterized by a high density of SMEs in the software and media industry. Many of them provide services or market products to the local telecommunications, television, and insurance industries. Recently the research group at Fraunhofer FIT has organized a series of social events for regional SMEs from the software and media industry. The target groups of these events were managers and software developers.

A goal was to make the ViSEK initiative known and to involve the local SMEs into the design of the web-based portal in which practically proven software engineer-
ing knowledge will become accessible (see section 4.2). We also intended to foster inter-organizational learning and cooperation among local SMEs. Finally, we wanted to strengthen our ties with industries to enable knowledge transfer into practice and to align our research efforts more closely with industry needs.

These social events were organized in form of topic centered workshops and focused on the subfield of usability engineering. Why did we focus on only one topic and why did we choose usability engineering out of different other subfields of software engineering our institute works in?

We assumed that setting a focus leads to more tangibility and thus to more attractiveness. If we had invited the SMEs to discuss software engineering in general, it would be more difficult to communicate the usefulness of the events. We assumed that SME do not want to spend their time to talk globally without a predefined goal. The goal we defined was to encourage learning in a specified niche to increase competitiveness in the market. We chose “usability engineering” since this topic demands interdisciplinary team work. Moreover, usability activities are normally not well established in software SMEs in these days. This makes learning effects easy measurable. One indicator for the learning success may be the augmentation of acceptance and the growth of a positive attitude towards usability. At the same time many software SME refuse to spend money and time to build up usability departments in their enterprises, since they cannot easily evaluate the economic outcome.

For each of the three workshops all regional SMEs were invited by means of a letter sent to their management. More than 500 letters were distributed to a list of companies provided by the local chamber of commerce. At each workshop we attracted between 30 and 45 participants. There was a core of about five to seven companies which participated in all of the events. Besides this, we had a rather big group of actors who only took part in one or two of the events.

The procedure of the workshops was as follows: First researches gave talks about usability relevant issues. The auditorium had the possibility to ask questions and to discuss these issues with the speaker right after the talk. We found a lively interest in discussion and collaboration with researchers. For SMEs it seems to be very attractive to promote their products and services by demonstrating cooperation with well-known research institutes. However, our experiences so far indicate that SMEs are more interested in “decorating” scientific contacts than in the actual state of the art in research. So we have to work out strategies to augment their interest in the topic itself.

After the talks and following discussions we invited for a reception where the SMEs and the IT-researchers could network in a more informal way. Concerning the network-building among SMEs, we noticed an interesting phenomenon: when we first confronted them with the idea of learning from each other and cooperating with each others, they reacted negatively. They argued that they are in mutual competition and that it would be short witted to give away their in-house knowledge that ensures their advantages in the market. But when the managers talked to each other in small groups of three or four people, they became aware that they suffer from similar problems. Under these circumstances they were easily willing to exchange information and advice. From a psychological point of view we learned that for community building it is essential to create a joint awareness of common problems, so that the SMEs feel that there is a common goal to achieve. As a next step, we involved the management of this core group in founding an association which is supposed to become the institutional base for the ongoing regional networking activities.
We will draw on this insight gained from building local communities when trying to build online-communities in the portal. Additionally other core prerequisites for multidisciplinary exchange and cooperation between SMEs must be taken into account and be realized by ViSEK portal. Whittaker et al. (1997, p. 137) identified the following core attributes:

1. Members have a shared goal, interest, need, or activity that provides the primary reason for belonging to the community.
2. Members engage in repeated, active participation; often, intense interactions, strong emotional ties, and shared activities occur among participations.
3. Members have access to shared resources, and policies determine the access to those resources.
4. Reciprocity of information, support, and services among members is important.
5. There is a shared context of social conventions, language, and protocols.

In combination with the knowledge repository of the ViSEK portal FIT embraces to this attributes by organizing regularly social activities in “real world”. The challenge is the transfer of these attributes in the virtual world of the ViSEK portal.

4.2 Building a Community-Centered Portal

The ViSEK portal is based on two pillars: a knowledge repository and online communities. The goal of the repository structure is to provide an easy and fast access to the most actual software engineering knowledge. In this way it creates an interesting place in the virtual world which attracts attention by people interested in innovations in software-engineering methods, tools and processes. So far the eight scientific partner organizations made their software engineering knowledge available to the SMEs by creating content for the knowledge repository (cf. Feldmann and Pizka 2002). While it may create an interesting space in the virtual world, a repository by itself does not support the emergence of communities. Hence additional efforts must be undertaken: functionality for community-support needs to be included.

To realize the portal in a resource-efficient manner, we chose the content-management system WebGenesis which was provided by one of the scientific partners (Fraunhofer IITB). This system offered extensive functionality to input, edit, structure and display the knowledge repository. Moreover, it contained some community-oriented functionality, such as discussion groups. However, the basic functionality of the content management system does not yet provide a tide enough integration of repository and community-building functionality. For instance, we would like to allow users to annotate certain aspects of the content which then should be displayed to the other users. This way discourses with regard to the content of the portal could be supported. With regard to functionality for community-support, we were forced to initiate a software development process to extent the given platform.

Community-centered development focuses on the communities needs prior to making decisions about the technology (cf. Preece 2001). With regard to user-centered interaction design, different techniques are already worked out (e.g. Preece and Rombach 1994; Kreitzberg, 1998; Shneiderman, 1998a). In accordance with HCI approaches, we identified first the needs of SMEs from the software and media industries for learning and knowledge exchange. We created more than 40 textual scenarios for the portal's use and an early prototype to present our vision to representatives of
software SMEs primarily taken from our local network. Based on this feedback we derived requirements for the design of the ViSEK portal, especially the community-supporting functions.

We realized an early version of the portal based on the content management system. This version contained only limited community-oriented functionality. It was presented on a workshop of the local network and on the CeBIT 2002 (a major trade-show for information and telecommunications technology) to gain additional feedback from our target group. By means of the user-centered design process, we identified the following needs for community support in the portal:

✓ **Exchange practical experience**

   It is one thing to read something about a new method or a new technology. The other thing is to establish this method or technology in your own enterprise. The implementation of new technologies normally comes along with significant changes in the whole organization. Changes often cause diminished turnovers in the first step. Therefore it is useful to be preliminary informed about possible disadvantages at first hand. So the ViSEK portal should not only offer scientific information about innovative software engineering methods and tools. Additionally practitioners should have the possibility to annotate these methods by reporting about their own practical experiences. Different experiences could be related towards each other. So practitioners are able to discuss among themselves the pros and cons of to the deployment of an innovative method, tool or process in their software engineering practice.

✓ **Discuss in an asynchronous mode**

   One can distinguish between two modes of computer-mediated communication: synchronous and asynchronous. Synchronous information exchange means communication in real time. Participants have to be present at the same time, though not necessarily in the same place, so that comments can be followed up instantly within the communication. One realization of synchronous discussions would be chat-rooms. Asynchronous conversation does not require participants to be available at the same time. For the ViSEK portal we decided to provide primarily asynchronous communication channels among the SMEs, because almost none of the SME employees we interviewed could imagine chatting in real time with other colleagues during a normal working day. We favor establishing electronic discussion groups. We still have to analyze which topics to choose for initial discussion rounds.

✓ **Refer to experts**

   In knowledge management it is a well known fact that certain types of knowledge cannot be expressed verbally (so called tacid knowledge, according to Polanyi, 1983). Users in the portal may not express their knowledge textually due to the efforts involved. Some experts may also hesitate expressing their knowledge fully in a portal because they would like to market it (cf. Davenport and Prusak 1998; Ackerman, Pipek, and Wulf 2003). Implicit knowledge is definitely needed with regard to the moderation of organizational change in software-engineering processes. Therefore, a community-based portal needs to provide reference to experts. The portal will offer expert profiles (“yellow pages”) with contact information so that SMEs are able to find the fitting expert for their problems. The experts' yellow pages will also be linked to those parts of the repository their
expertise refers to. Moreover, we will implement functions which match actors with similar interests and learners with experts via appropriate algorithms and strategies for visualization (cf. Becks, Reichling, and Wulf 2003). In this way the portal can serve as a platform to match experts with actors who look for a solution to their problems. Additionally ViSEK experts and famous software engineering professionals will be available in chat rooms at pre-defined points in time. Representatives of SMEs stated, that they are interested in synchronous communication with experts in case it does not happen too frequently and does not take too much of their time. In contrast they preferred asynchronous exchange with colleagues.

5 Conclusions

Socio-cultural theories stress the importance of communities of practice in the process of learning. Seen from this perspective, repository approaches which are based on the assumption that relevant knowledge can be explicated, represented, and diffused via electronic networks are problematic (cf. Basili et al. 1994). They need to be augmented by approaches which foster community building. In the software industry, community building will always require an integration of technical and social activities. These findings have to be always taken into account when reflecting on learning software organizations.

Based on our theoretical background, we have described approaches to community building within the German software industry. The current situation in the German software industry is characterized by insufficient networks among researchers, between practitioners and researchers, and among practitioners. The ViSEK project aims to establish a culture of inter- and intra-group cooperation by means of an internet portal and local social events. The internet portal offers state of the art software engineering knowledge and provides functionality to build (online) SE-communities.

We are in the midst of a complex process with challenges on the social as well as on the technical side. In this paper we have presented our conception and some early results. Yet it is unclear whether and to which extend this conception will turn out to be successful. The different social and technical measures for community building need to be evaluated carefully. Moreover, one has to investigate how to treat online-communities in the framework of socio-cultural theories of learning.

One of the biggest practical challenges is to establishing a culture of trust and cooperation among SMEs, and especially among their managers. Right now a competitive culture seems to dominate their relationships, which hinders knowledge exchange, mutual learning, and inter-organizational cooperation.
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Abstract. In order to keep pace with competitors in the ever accelerating business world, software organizations have to continuously improve their products and processes. However, SMEs typically do not have the time to invest in costly training programs and test the newest technology on their own. Most of the time they need support for their daily work processes, which often employ agile methods. In this paper, we exemplify how SE repositories can be employed to support such settings. A taxonomy for the content of such SE repository systems is given. Based on this taxonomy, we describe the internal repository structure of Germany’s ViSEK portal: A portal implemented for offering up-to-date SE knowledge to support SMEs in their daily work.

1 Introduction

According to a recent study on Germany’s software industry [3], many companies use and develop software to improve their products and processes. This includes large companies, such as car manufacturers, as well as about 20,000 small and middle-sized enterprises (SMEs). Common to most of them is the fact that traditionally, these companies have not focused on software development. Hence, they often lack experience and need support for their daily work processes. The same holds for some of the software houses that mainly focus on software development.

While larger companies and software houses may have enough time and money to hire experts, invest in costly training programs, and/or test the newest technology on their own, this is usually not true for SMEs. For the mentioned reasons the need for specific Software Engineering technology support of Germany’s industry—especially the large number of SMEs—is seen as a key issue for our economy. Therefore, the Department of Education and Research (bmb+f) of the German Federal Government funded the ViSEK project [12]. Based on the idea that experience gained from research and practice should be packaged and easily accessible to all companies, an online SE repository is being installed in the course of the ViSEK project. Similar to other repository systems (e.g., [8], [10]), the ViSEK portal offers access to up-to-date...
Software Engineering technologies of selected application domains. This should help to improve best practices and support daily work, independent of whether a company uses traditional software development methods, or agile methods.

The idea of a German, web-based Software Engineering (SE) repository is similar to the NFS (National Science Foundation) supported CeBase project [4] in the US. As with CeBase, the basic idea behind the ViSEK portal is the Experience Factory concept, as suggested by Basili et al. [2], with its SE repository, the Experience Base. However, while CeBase mainly focuses on supporting people from the areas of research and education, ViSEK’s main target group are SMEs that develop software on a daily basis.

In this paper we present the current structure of the internal ViSEK repository, which is the result of several discussions and iterations. The starting points for its definition were the process pattern approach developed by Gnatz et al. [5] and the repository structure architectural framework developed at the University of Kaiserslautern [6]. The remainder of this paper is organized as follows: Section 1 discusses the question of how SE repositories like the ViSEK portal are able to support SMEs and their agile processes. Then, in Section 2, we give a taxonomy for the content of such SE repositories in general, before we describe the content and storage structure of the ViSEK portal in detail (Section 3). Finally, we summarize our experiences and conclude with future directions in Section 4.

2 Motivation

ViSEK’s goal to deliver SE expertise to SMEs creates unique challenges. SMEs are usually not able to invest in costly training or consulting activities. Even if trainings are offered at low cost, our experience shows that SMEs often are still not willing to release their employees from work for training purposes. Hence, to be successful with the ViSEK SE portal in improving SE practices in SMEs, we have to understand and respect the specific constraints and needs of SMEs:

1. SMEs are not able to make significant investments into any a priori learning activities without concrete needs. E.g., the temporary loss of a single developer of a company with 10 employees means immediate loss of >10% manpower for production.
2. SMEs need effective ways to quickly disseminate knowledge and experiences among project members on demand, because they are not able to afford groups of experts that can be deployed occasionally.
3. Nevertheless, there is a strong need and demand for long-term learning, because software SMEs operate in a very competitive market where skill is crucial for long-term success and survival.
4. SMEs must often cope with particularly tight schedules and limited budgets while constantly dealing with new challenges. As a consequence they are often in need of ad hoc (~ instantly created for the purpose at hand) methods and solutions. SMEs are particularly interested in acquiring more knowledge related to agile software development.

Thus, long-term learning in SMEs is mandatory but must be performed in a delicate balance with the agility of SMEs and their processes. The information needs of SMEs must themselves be considered as “agile”. Information must be accessible with low
overhead and concrete answers to questions in certain problem contexts must be readily available. The ViSEK repository scheme aims at supporting this agile style of information delivery by a light-weight repository structure (Section 4), the careful selection and dedicated preparation of information made available (problems, technologies, experiences), and an adaptive, web-based, and low-cost user-interface.

**Usage Scenarios**

Based on our observations concerning the particular situation in SMEs, our strategy to support learning in SMEs is based on the following major usage scenarios for the ViSEK Internet portal:

1. A project team member quickly needs information concerning a specific technology to perform a task he or she has not performed before, such as estimating costs with a certain model. For this purpose, the ViSEK repository provides brief technical descriptions of important SE techniques that support that task.

2. A project team or member is facing a concrete SE problem, such as a high defect rate, and is looking for possible solutions. To quickly aid in this common situation, the ViSEK repository provides descriptions of known problems with references to experience reports and possible technical solutions. By matching the concrete problem situation with the problem descriptions provided by ViSEK, the user has a chance to quickly identify similar problems and possible solutions.

3. To strengthen the position of his organization in the market a SME manager wants to improve aspects of the SE practices of the organization but does not know the economic impact of different technologies, such as inspections. ViSEK supports SME managers by providing experience reports related with technologies, because SMEs can not afford to try new technologies on their own.

In addition to these scenarios, SMEs are often forced into some kind of ad hoc software development, as stated above. Some of them have already heard about agile methods but do not know “how to do” XP or other agile techniques and “when [not] to do” it. The ViSEK portal will provide answers to these questions by providing SME experience reports, while relying on links to other web sites for descriptions of technical details where possible.

3 **A Taxonomy for the Content of SE Repositories**

As indicated by the scenarios, SE repositories can be employed in different ways to support the daily work of SMEs. To describe the content of such SE repositories more precisely, we make use of the terms *data, information, knowledge, and experience* (see Fig. 1). For our taxonomy, we adopt the definitions of these terms as provided by Aamodt & Nygard [1] and Tautz [11]:

- **Definition 1: Data** are patterns with no meaning; they are input to an interpretation process, i.e., to the initial step of decision making¹.

¹ Note that this definition is also similar to the one given by Lehner [9], who describes data as “raw, unsummarized, and unanalyzed facts”. 
• **Definition 2: Information** is data with meaning that a human or an intelligent information system assigns to this data by means of conventions used in their representation\(^2\).

• **Definition 3: Knowledge** is the range of learned information or understanding of a human or an intelligent information system.

• **Definition 4: Experience** is gained by humans through utilization of information or knowledge.

According to Definition 1, all artifacts that occur during the development process of software can be denoted as data, regardless of their quality, quantity, or representation. Examples for data are: (undocumented) code, test cases (i.e., test data), requirements documents, or collected measures of effort, errors, or complexity (i.e., measurement data). All project related artifacts (i.e., the data) are typically stored in project databases. Since the stored project data are the starting point for creating information, knowledge, or experience by interpretation, learning, or utilization, project databases can be regarded as an integral part of SE repositories.

Creating a project database by following a certain storage structure (i.e., a convention for the data representation) is the first step towards transforming the stored data into information. With a well-defined storage structure, it is possible to automatically create information. Effort distribution models according to the project phases requirements engineering, design, coding, and testing, for instance, can be automatically accumulated from the collected measurement data stored in the project databases. However, information can not always be created automatically. Other information is created by human interactions and has to be integrated into the SE repository manually. Examples for such types of information are: carefully documented C++ or JAVA classes, process and product models gained from former projects that are completely stored in a SE repository, or a collection of (standard) test cases. The common denominator of all this information is the fact that it usually can not and should not be stored as part of the project databases. Hence, storage structures for information form another part of SE repositories.

As indicated by Definition 3, knowledge is gained by a learning process based on information. Learning, however, is always an individual (i.e., subjective) process for a human or an intelligent information system, which depends on the actual environment. Based on this environmental setting, the input information is processed and interpreted. Hence, it is important to record data and/or information that describes this

\(^2\) Lehner defines information in [9] as “data processed into a meaningful form” and adds that “one person’s information can be another’s data”. This stresses that the interpretation process from data to information is an individual process depending on the actual human or intelligent information system.
environmental setting (i.e., the context) in which the knowledge has been gained. Otherwise, knowledge is not explicit (i.e., applicable) for others in a similar context, and therefore, would have to be regarded as information again. A process model, for instance, can only be effectively (re-)used when the environment (e.g., the application domain, number of persons in project team, etc.) in which it was already successfully used is known. Since we want to avoid mistakes and use the learned knowledge that others have gained before, storage structures for knowledge should be an integral part of SE repositories.

Finally, Definition 4 indicates that the differences between knowledge and experience are:

1. that only humans can gain experience (not an intelligent system), and
2. the fact that experience is utilized.

The second point stresses that one explicitly makes use of the given information or knowledge and experiences the results (i.e., one does not only have to believe what others learned or interpreted). According to [11] the validity of experience is bound to the context of the event or activity in which it was gained. This implies that the context in which information or knowledge was utilized has to be stored with the experience, the reason being the fact that when experience is documented, it becomes knowledge for all others who have not experienced it on their own. However, in an SE repository it is possible to differentiate between knowledge and experience. While it is sufficient for knowledge to offer storage structures for the context, the storage structures for experience also have to include the complete environment (i.e., project) where it was gained in.

4 The Internal Repository Schema

With the help of the taxonomy introduced in the previous section, we now describe the main elements of the current storage structure of the ViSEK portal [12]. Our basic considerations for the repository schema design can be summarized as follows:

C1: **No data:** Storing pure data would not help ViSEK users in solving their daily problems. This is because they would not be able to compare whether the specific item is applicable in their setting (i.e., problem domain) or not. Since the ViSEK consortium does not conduct development projects on its own, it is also not necessary to store complete project databases in the ViSEK portal.

C2: **Knowledge as primary content:** To stress the initial ViSEK goal of providing up-to-date and high quality SE knowledge and allowing goal-oriented reuse, we insist on a precise context description for all stored technologies.

C3: **Only selected information:** To provide practical usage examples of described technologies in the ViSEK portal, we allow the storage of project descriptions in a compact form. These project descriptions capture the basic information about the projects (i.e., consist of accumulated data). Information is further accepted in the form of:

- **Glossaries** (i.e., basic definitions independent from a certain context),
- **Literature references** (i.e., standard descriptions of technologies like, for instance, UML), or
Contact & expert information (i.e., similar to literature references, humans or institutions are listed that can be referred to if specific questions regarding a certain technology arise).

However, Information that can not be directly related to any of the stored knowledge in the ViSEK portal is not to be stored at all.

C4: Experiences are represented as lessons learned: Experiences gained by ViSEK technology providers (i.e., the initial ViSEK consortium or registered users of the ViSEK portal) is documented in the form of lessons learned (i.e., knowledge) that include at least one project description (see C3 for details).

In addition to these basic considerations regarding the repository content, we had further design rationales in mind. The most important ones can be subsumed as follows:

C5: Start simple, allow later refinement: The basic idea was to keep the initial structure simple, but extensible. We wanted a running repository as soon as possible to gain user feedback early in the course of the project. Based on the experiences gained while filling the initial repository, the underlying schema then should be refined and/or corrected if necessary.

As depicted in Fig. 2 to Fig. 4, the resulting internal ViSEK schema is hierarchically structured and subdivided into several levels. Starting from the top level (level 0), which contains entities for precise context descriptions of the stored knowledge (compare to C2), we refine and detail the schema with lower levels holding more specific entities3. Consequently, knowledge and experience are represented by a set of entities in the internal ViSEK repository structure. These entities are connected according to predefined relations.

3 Note that it is not necessary that each and every entity of level n must be refined in the next lower level n+1.
If not mentioned otherwise, relations are bi-directional to allow easy navigation in the repository. However, in Fig. 2 to Fig. 4, we only provide the name of relations in one direction to reduce complexity. For the representation of the schema we use a UML-like notation. Cardinalities are expressed by using the numbers 0 and 1, and the letters $n$ and $m$, were $n$ and $m$ stand for any integer number including zero. Hence, a relation described as 0:n, 1:n, or n:m may or may not exist for a stored knowledge or experience description.

Each instance of an entity is represented by a list of attribute value pairs. Attributes of an entity can be subdivided into the following distinct groups:

1. attributes describing content (i.e., technologies, concrete experience, or background information)
2. attributes describing context (e.g., application domain or intended user group)
3. attributes describing significance (e.g., how useful is a technology description for a concrete user)
4. attributes for managing the repository (e.g., user access rights, etc.)

Note that if, in some case, certain characteristics can not be represented with the initial set of entities and their attributes, the suggested schema is easily adaptable (compare to C5). This can be achieved by either locally adding attributes to a specific entity, or by introducing further entities and specific relations. Stored knowledge and experience descriptions that do not use this specific entity will not be affected all.

**Top level (level 0) entities:** These entities for storing descriptions of the “Basic Context” (e.g., the intended user group, or legal & technical restrictions), the application “Domain”, or the “Significance” are inherited to all knowledge and experience entries in the ViSEK repository. The “Problem” entity allows the storage of problem descriptions for which a “Knowledge Element” (i.e., stored knowledge or experience)
may be used. In addition, the level 0 entity “Project” allows the storage of project information for providing usage examples (compare to C3), or the concrete project in which a lesson learned (i.e., experience) was gained (compare to C4).

The Level 1 entities: While entities on level 0 are used to commonly characterize all repository entries, the entities of level 1 are used to classify the stored descriptions. As illustrated in Fig. 2, all of them are directly derived from the level 0 entity “Knowledge Element”, and therefore, inherit the precise context description. Currently, we differentiate between three different level 1 entities:

1. “Technology”: This entity is used to store all knowledge descriptions, the main entries of the ViSEK portal (compare to C2). As illustrated in Fig. 3, it is further refined into entities for storing “Components” (i.e., code, or patterns), “Methods” (e.g., for testing), “Notations & Languages” (e.g., UML), “Processes” (e.g., How to apply UML), or “Tools” (e.g., Rational Rose, or the Gnu C++ compiler). For process descriptions we use the approach suggested by [5]. Therefore, the “Processes” entity is further refined on level 3 into an entity for storing “Process Pattern” and “Activity” descriptions.

2. “Experience”: This entity is used to store lessons learned, the only form of experience that is stored in the ViSEK portal (compare to C4). Since experience usually is gained with or about a certain technology, a relation between the “Experience” and “Technology” entity is defined to express about which technology a certain lesson learned was gained. Information about the project in which the lesson learned was “gained_in” is stored with the help of the predefined relation.

3. “Background Information”: This entity is used to store all additional information in the ViSEK portal (compare to C3). As illustrated in Fig. 4, it is further refined into entities for each type of information mentioned in C3. One could argue that since the entity only stores information, it should be part of level 0. However, we decided that the entity should be placed on level 1, and thereby, can inherit all descriptions from the level 0 entities. This allows greater flexibility in some cases and improved quality of the stored information. For instance, it is possible to precisely list the domain(s) for which an expert is listed, or to describe how useful a certain type of information is for repository users by providing an instance of the entity “Significance”.

Fig. 4. ViSEK’s internal repository schema: level 2 refinement of entity “Background Information”
This closes our description of the current structure used for the ViSEK portal. Because of the lack of space, we must refer to [7] for a more detailed description, together with an extended example of how a technology description (i.e., content) is stored using the schema. However, we can state from the first practical experiences while running the repository that the structure has been accepted by our users. Some adoptions, based on the users’ experiences, were necessary but could easily be integrated into the storage structure.

5 Conclusion and Future Directions

Although SMEs typically do not have the resources to invest in conventional training programs and for testing new technology, continuous long-term learning is crucial for their survival. The repository structure of Germany’s ViSEK portal is targeted towards the specific needs of SMEs by delivering technical information in a goal-oriented way and relating it to practical experiences. The repository structure itself is kept lightweight and leaves flexibility for future extensions and refinements.

The ViSEK Portal was first presented at the CeBit fair in Hannover in March 2002. Within 7 days more than 100 visitors demonstrated serious interest in ViSEK and its information services by signing up for trial membership. We received positive feedback on the concept of an online SE center of competence and the way SE knowledge is going to be presented.

Undoubtedly, our major future challenge is to fill the repository with suitable content. First experiences indicate that the material at hand, i.e., technical reports and research work, is not suitable for the ViSEK repository without change. Significant efforts will be necessary to process this material for publication to SMEs as either a technology description, experience or problem. Furthermore, it seems that this work has to be done by experts of the respective fields, because non-experts seem not to be able to extract and condense the information as needed.

Besides this, we will continuously evaluate the acceptance and usefulness of the information provided by ViSEK to SMEs as we continue to fill the repository with content that is either requested by SMEs or can be expected to be of use. By this we hope to be able to gain further experience on how to effectively support long-term learning of “agile” SMEs.

Acknowledgements

Part of this work has been conducted in the context of the Sonderforschungsbereich 501 ‘Development of Large Systems with Generic Methods’ (SFB 501) funded by the Deutsche Forschungsgemeinschaft (DFG) and as part of the ViSEK project supported by the Department of Education and Research (bmb+f) of the German Federal Government.
References


Tool Support for Experience-Based Methodologies

Scott Henninger

Department of Computer Science & Engineering
University of Nebraska-Lincoln
Lincoln, NE 68588-0115
scotth@cse.unl.edu

Abstract. Experience-based approaches to software development promise to capture critical knowledge from software projects that can be used as a basis for continuous improvement of software development practices. Putting these ideas into practice in the quickly evolving discipline of software engineering has proven elusive. Techniques and tools are needed that help software practitioners apply past knowledge to current projects while engaging in knowledge creation processes. This paper outlines the experience factory and organizational learning approaches, both of which explore how experience-based approaches to software development can be used to improve software development practices. A software tool is used to investigate how these two approaches can be integrated to create an approach that addresses many issues of knowledge management in the software engineering field.

1 Experience-Based Approaches for Software Engineering

An experience-based approach to software development seeks to draw on past experiences as a resource for planning and executing software development efforts [11]. By drawing on experiences, these techniques must necessarily be able to address diverse development needs [45] arising from the many application types and development tools and approaches available in the modern software developer’s toolbox. The objective of an experience base is not a matter of trying to find a single universally applicable development approach and/or programming language, but one of understanding the circumstances in which a given technique, tool, methodology, etc., is most appropriate. Developing this understanding requires an empirical approach, one that carefully collects observations from experience and establishes causal relationships between contextual factors and outcomes [11].

The knowledge generated within each organization to specialize existing techniques to the point that software products can be developed represents a significant corporate asset. Knowing how the Capability Maturity Model is structured or how Enterprise JavaBeans can be used to create applications is one form of knowledge that is found in textbooks. But understanding how those tools and techniques can be used to create a payroll application for a specific industry or corporation is a more valuable kind of knowledge that is organization-specific and consequently cannot be found in textbooks. This knowledge is both created by and used within the specific context of a software development organization.
While frameworks for experience-based approaches have been developed [9, 15, 23], little research has been performed on how this knowledge can be captured and systematically employed within an organizational context. Tools and techniques are needed that capture software development experiences and make them available for subsequent development efforts. This paper explores the intersection of two approaches that begin to address these issues, the Experience Factory [8] and Organizational Learning [41], and demonstrates these concepts through an exploratory prototype that supports the capture and use of project experiences.

2 Experience-Based Knowledge Management

An experience-based approach to software development involves using an organization’s accumulated knowledge of the development process and application domains as the basis for planning, design, and implementation. Figure 1 depicts the experience-based knowledge lifecycle as one of using software development knowledge to create new products. Knowledge can come in many forms, including guidelines, standards, experience packages, pattern languages, manuals, software development ontologies, and other forms of knowledge. During product creation, new knowledge is created to meet development needs that are unique to the project. This new knowledge can be synthesized and packaged in an analysis phase to create new knowledge resources. The newly formed knowledge is then used as the basis for new product development efforts.
Within product creation lies another important cycle, where existing knowledge is brought to bear and extended to create new products. The assumption is that because each project is unique, past experiences can only be used as a resource, a guide that ensures improvement while avoiding known pitfalls. While some experiences, design artifacts, planning modules, etc., can be reused, each project has unique characteristics and requirements that extend the available knowledge store.

The exploration of how existing knowledge is brought to bear on a problem and used to create new knowledge during product development has yet to be pursued on any kind of scale, particularly in the context of software engineering. Many information retrieval and data minim tools have been created, but not tools that integrate knowledge reuse into the process. Experience Factories and Organizational Learning address many of these issues. Integrating the ideas embedded in these approaches seems a worthwhile endeavor that is explored in the following sections.

2.1 The Experience Factory Approach

The Experience Factory is a framework that explicitly addresses validating processes and technologies in the context in which they are used [8, 11]. This approach divides software development efforts among organizations with separate responsibilities of developing projects and capturing experience. The Experience Factory unit is responsible for developing, updating and providing reusable experiences that can be utilized by product development teams. Experience artifacts can be generated either through requests by the product development units or through independent analysis of existing projects [10].

The main focus of the Experience Factory, to “make reuse easy and effective” [10], is accomplished through an infrastructure to produce, store, and reuse experience. It uses the Quality Improvement Paradigm (QIP) that consists of six steps and two feedback cycles [8]. The steps, performed within projects, are 1) characterize project goals, 2) set goals, 3) choose a process, 4) execute, 5) analyze results, and 6) package the results of analysis. The two feedback cycles are a project feedback cycle (feedback provided during the execution phase of the project) and an organizational feedback cycle (feedback provided to the organization during and at the completion of the project). The definition of the QIP implies that organizational and product improvement requires continually accumulating knowledge, and storing that knowledge in a form that can be easily accessed, used, and modified.

Note the close relationship between Figure 1 and the QIP. The software development resources shown in Figure 1, captured from previous development efforts, are used to characterize and set project goals. Processes are chosen and executed during project creation. During execution, the results of the development effort are analyzed and packaged as new resources that can be utilized by subsequent development efforts. The two QIP feedback loops are represented by the outside cycle at the organizational level and the project level feedback in the product creation phase.

The Experience Factory is designed to support the entire process of knowledge management, including accumulating experience from the project organization, evaluating those experiences, repairing faults, and extracting items that need to be stored. But current tools to support the Experience Factory have focused almost exclusively on repository technology for experience packages [3, 9, 11, 50]. Although it is recognized that a high level of intuition is required for the analysis phase,
making it extremely difficult to automate [4], analysis tools have received some attention, particularly in terms of lessons learned repositories [2, 4]. Some work has also been done on tools for measuring the effectiveness of repositories [28] and using user feedback to calculate the perceived usefulness of knowledge assets [5]. But little work to date has concentrated on tools to support the (re)use of experiences, and develop methodologies that explicitly integrate prior experiences and lessons learned into the development process.

2.2 The Organizational Learning Approach

The organizational learning approach to software development [41] captures project-related information during the creation of individual software products. It is designed to disseminate knowledge as it is created in the organization so people can begin to build a culture based on success, avoid duplicating efforts, and avoid repeating mistakes [39]. Subsequent projects can then use this information by searching for issues and problems in a repository of project experiences. The repository contains significant problems addressed in a project along with the solution and method used by the project. Projects with similar characteristics can be retrieved and assessed for applicability to the problem at hand. Information in the repository can not only point to reusable solutions and code, but also suggest how novel problems can be approached by adapting similar problems, warn of possible problems with solution methods, and help designers understand the boundaries of a problem. These principles have been demonstrated through an exploratory prototype, named BORE (Building an Organizational Repository of Experiences) [36].

The approach also includes a continuous improvement process where knowledge is refined as projects use and extend the repository [35]. But support for this process in BORE was particularly weak. Pilot projects using the tool revealed that people needed more guidance on what information should be captured and when the repository should be consulted. In other words, having a repository and a search engine provided inadequate support for the overall approach. More recent activities, reported here, have coupled software methodology support with the repository. This allows knowledge to be delivered to the development team through the methodology; avoiding pitfalls of people being unable to fully articulate their query [13] or know when knowledge exists that can aid problem-solving methods. In addition, adopting an experience factory approach guides repository evolution to ensure high quality, broadly applicable, processes are used and refined through use.

3 Experience-Based Repositories

Knowledge repositories in fast evolving domains, such as software development, face becoming obsolete almost as quickly as information is captured. Experience-based approaches “try to avoid this by enriching the best practice description with experience gained in its application” [50]. To accomplish this requires repository technology capable of representing both knowledge categories and associated experiences.

Relational models have been used to represent attributes of specific packages [9], and object-oriented models have been developed [51]. These representations allow the definition of types and attribute-value pairs to describe the types. Case-based
technology further builds on attribute-value representations by applying similarity matching techniques and a representation-adaptation-capture cycle addressing continuous knowledge acquisition [40].

The fact that knowledge in software development settings is both dynamic and situation-specific [23, 36, 40, 57] indicates that a case-based approach is a good match in this setting [36, 57]. A case is a “contextualized piece of knowledge representing an experience” [43], making case-based decision support an excellent choice to represent experience-based software engineering methodologies, tips, and techniques. Case-based decision support technology [43, 54] for capturing project experience-based repositories also provides the basis for understanding the context in which specific methods will work.

The case-based reasoning cycle [1] naturally incorporates building on past experiences in a continuous learning process. The CBR cycle first retrieves from a case base, which ensures knowledge use as shown in Figure 1. The chosen item(s) are then revised or otherwise adapted to the current problem setting. Then the newly adapted case is stored to accumulate the newly gained experiences.

A remaining issue in repository and case-based techniques is the passive nature of how they are utilized in the development process. Searching is seen as an extra and optional step that is abstracted from the normal workflow and used on a discretionary basis. People do not always know that information exists that may be of help to them and often have trouble articulating the information need in terms the system understands [13, 24, 30]. Simply having a repository of experiences and/or lessons learned is insufficient to get knowledge to the people that may benefit from it. Mechanisms are needed that trigger or otherwise alert people to knowledge that is available and relevant to the task at hand.

4 The Bore Experience Base Tool

BORE (Building an Organizational Repository of Experiences) is a prototype tool designed to further explore and refine the requirements for tools supporting experience-based approaches. Its purpose has been as a proof-of-concept that is used to articulate organizational learning and experience-based software development techniques. The tool has evolved from exclusively focusing on repository technology [38] to using defined software methodologies as the organizing principle for the technology [39]. It combines a work breakdown structure with repository tools to create a framework for designing software process methodologies and repository technology for capturing and applying knowledge artifacts. The BORE tool and methodology provide additional support for Experience Factory concept through applicability rules for activities, support for process modeling and enactment, and case-based organizational learning facilities.

The BORE prototype is a Web-based applet using a three-tiered architecture with Java AWT for the interface, Java for the client application logic and server, and an SQL database back-end. BORE has two main interfaces, shown in Figure 2. The Case Manager, shown to the left in Figure 2, displays a hierarchical arrangement of cases that define the activities in a project’s development process. In the figure, a project named “ProjectX Demo” has been chosen from the list of resources in the drop-down menu that displays projects. Each of the nodes in the project hierarchy,
which are cases corresponding to project activities, can be opened to view information about the activity. In the window to the right in Figure 2, the activity named “0.10.0 Choose Project Methodology” has been opened.

Fig. 2. The BORE Case Manager (left) and a Case Window(right).

The case-based architecture of BORE uses cases to represent all primary information sources. Cases consist of a problem description, solution statement, and some ancillary information, such as links to related cases. The primary use of cases is to represent project activities, such as the one shown in Figure 2. The solution field of a case is used to document project-specific information accumulated while executing the activity. The Edit tab is used to edit the activity fields and the Resources tab is used to attach documents to the activity. The Options tab, which will be described in detail later, is used to choose process options available to the activity. Activity status is kept for each activity and is displayed as a color-coded icon in the Case Manager (active, resolved, etc.), thus providing a way to get a visual overview of a project’s status.

These core features represent a case-based organizational memory paradigm of BORE [36]. Each case represents a project-specific activity that is used to help coordinate and disseminate project experiences. The project hierarchy can be used as a dynamic checklist of project activities that capture information about projects in an organization-wide repository. This creates a repository of experiences that software development efforts can utilize to find potential solutions to development problems.
4.1 The BORE Methodology

Using BORE to manage software development processes and methodologies involves the experience-based methodology shown in Figure 1. The figure shows relationships between the steps in the methodology and, where applicable, the six QIP steps described earlier in this paper are shown in the bottom-right of the activity bubbles.

To use BORE, the organization first creates a domain by creating a work breakdown structure of activities and rules that define when an activity should be assigned to a given project. Once defined, this domain will be used to create project instances and will be modified through changes to the experience base. The next step is to create an instance of the domain for each project using the system. This creates a set of project initiation activities as defined in the domain. The third step is for project personnel to begin executing the activities and document their progress in the activities assigned to the project. BORE allows activities to be further broken down by associating tailoring options to any of the domain activities. Choosing options may assign other work breakdown structures to the project, thereby refining the activities that the project will undertake.

The result is a tailored development process consisting of activities to be executed by the project team. Once instantiated, the activities are used to document project
specific issues. Project documents and code artifacts, templates for which can be defined in the domain and copied to projects, are attached to project activities to act as a repository for document management. The process of choosing tailoring options, executing the assigned activities, and periodically reviewing the project, defines the normal project development cycle, or spiral [18].

While executing, project members are creating and modifying project artifacts and further tailoring the development process. This may entail deviating from the process as defined in the domain. A critical difference between this approach and others [21] is that deviations are knowledge creation points that can be analyzed and potentially added to the repository. Deviations are seen as a normal part of the development process, one that leads to refinements in the experience base, organizational processes, etc. The activities are then packaged and placed in the repository with appropriate rules that determine what kinds of projects should use the newly defined activities. The domain is thus modified through the modified experience base, completing the experience-based knowledge lifecycle. Each step of this process is explained in more detail in the following sections.

4.2 Creating BORE Knowledge Domains

Each domain in BORE is a model of development activities defined by a set of domain activities in a hierarchical work breakdown structure and domain rules that define when an activity should be used. A domain in BORE can be as simple as a repository of cases related to a topic or as complex as a development methodology for a software development organization. Projects belong to a single domain, which is chosen when a project is created in BORE. All subsequent project activities will use the cases and rules defined for that domain. Allowing multiple domains supports scalability and allows organizations to partition development activities into domains that mirror diverse environments or product lines.

Domain activities define the space of possible activities for projects within a given domain. Activities can be as high-level or detailed as desired. The Case Manager in Figure 2 shows a set of activities for project initiation, taken from the development process of a medium-sized IT division for a large corporation.

The defined process can be tailored to meet project-specific needs through domain rules, which define a set of conditions under which a project is required to execute a specific activity. In other words, the domain rules choose which domain activities a project must follow to conform to the process standard. The standard may therefore define a broad set of activities and the domain rules determine which of those activities are applicable to a given project. Rules are defined through a set of preconditions, defined by question/answer pairs, and actions, that are fired when all preconditions evaluate to true.

4.3 Project Instantiation

When a project is created in BORE, an instance of the process is created. This involves creating a set of project initiation activities that are specified in the domain’s initialization rule and copying the associated domain activities into the project hierarchy.
The initial activities represent a first pass to defining project activities than can be further broken down through options that can be attached to any of the domain activities. Activities that have options associated with them are denoted by the “?” in the icon next to the activity label in the Case Manager (see the project hierarchy in Figure 2). The options are found by opening the Options tab (Figure 4) and are used to tailor the process to the project’s unique characteristics, usually by breaking down the activity into constituent sets of subtasks.

For example, the development process in the NASA Goddard matrix-based methodology [55] defines a number of key tailoring criteria as shown in Figure 4, such as whether the project is “critical” or “non-critical.” The initiation process in this methodology creates an activity named Overall Project Parameters that holds options that, in this example, will determine what kinds of design reviews will be held by the project. The same technique could be used to support other tailorable methodologies such as Cockburn’s Methodology Grid [19].

In Figure 4, two questions have been answered and three more remain in the New Questions stack. When a question is chosen, the possible answers are displayed in the Answers field in the middle of the window. Selecting the answer moves the question/answer pair to the Answered Questions field. Answering a question can potentially fire a rule, adding activities to the project or adding/subtracting questions to/from the New Questions queue. Answers can be changed or un-answered, allowing users to easily engage in a what-if dialogue with BORE. Choosing a different

Fig. 4. The Options Tab.
answer causes BORE to backtrack the actions previously executed and executing the actions required by any rules fired by the new question/answer pair.

A key feature of this tailoring process is the flexibility offered by allowing options to be associated with any domain activity. This allows processes to be defined that iteratively expand each part of the project’s process as they gain the knowledge necessary to address process issues [52]. Initial projects can define activities with options that add new activities that in turn have options to further refine the process and provide resources for the project. In this way, the project tailors the overall process to its needs when it is able to address the issues involved. In addition, varying levels of detail can be supported by defining options as deeply in the tree of domain activities as desired.

4.4 Project Execution

During project enactment, project personnel perform the work specified in the activities, documenting work by either editing the activity (in the solution field, shown in the case window of Figure 2) or attaching work products to the activity. Although many formalisms have been created for software process automation [7, 31, 56], this has not been the focus of the BORE work. Instead, we have created rudimentary tools to support basic functions, such as version and source change control, and have instead focused on the means to represent contextual factors for applying defined processes and activities.

One way to document project-specific activities is to edit the Solution field of the Case Window (see Figure 2). This is intended as a quick and easy way to annotate an activity, although any amount of documentation is allowed. A second method of project documentation is found in the Resources tab (see the Case Window in Figure 2), which allows documents of any type to be attached to an activity. Using the browser’s HTTP facilities, the document can then be downloaded and opened with a simple mouse click. Document modifications are supported through a version management system integrated into BORE.

BORE also supports assigning project personnel to activities. When domain rules are created, roles can be assigned to activities when they are instantiated in a project, as shown in the Case window of Figure 2. Each domain defines a set of roles, and projects can assign one or more persons to the role. Activities can thus be assigned to specific project personnel for execution.

4.5 Analysis and Review Processes

Analysis and review of process activities can occur at two distinct levels. The first is at the project level, where it is anticipated that each project has unique characteristics and will therefore need to deviate from the process in a significant way. Note that the assumption here is that more detailed process definitions are possible with this technology than with traditional, high-level, process definitions. Instead of simply stating that a requirements definition document is required, this approach allows organizations to define best practices for eliciting and defining requirements, potentially for different kinds of applications. Knowledge at this level of detail has potential for supporting software developers and managers in their daily activities. Note that this approach is a combination of knowledge management and methodology support.
Process deviations are supported by allowing projects to define new activities for their project. In a disciplined environment, such deviations would go through a project-level review, as shown in the project instantiation and review cycle of Figure 1. The outcome of such a review can have one of a number of implications. Appropriateness of chosen options can be discussed, perhaps causing one or more of them to be changed. Another is that the deviations are deemed inappropriate and the project is directed toward accepted development practices of which project personnel may have been unaware.

The most significant outcome of a review, one that all projects will encounter, is that the domain needs to be extended to meet emerging software development needs. For example, suppose a project is the first in the organization to use Java applets, and designs a method to use JDBC to access Oracle tables. To do this means deviating from the process because certain issues of creating a Web-based database server haven’t been addressed before in this organization. The project will supply deviation rationale (in this case that JDBC for Oracle tables is needed) and create activities to perform the necessary tasks.

Individual projects can create new activities, but escalating these activities to the domain should be performed by a person or team with organization-wide responsibility for the process. Thus, a second level of analysis and review is necessary to ensure that chosen processes have shown utility and can be successfully used in other projects.

4.6 Experience Packaging

Packaging project experience is a two-step process of creating the work breakdown structure of activities and defining rules for when activities should be applied to a project, bringing our process back to the domain definition phase in Figure 1. In our example, new domain activities, such as “Create Oracle configuration files” or “Evaluate JDBC COTS software,” would be created and added to the domain in a task/subtask breakdown. The deviation rationale, in this example stating that the process needs to have activities for projects using JDBC and Oracle with a Java applet, is translated into rules. New questions are created and associated with the proper domain activities. For example, a domain activity on the software architecture may add an entry for Java applets and a question on database back-ends. Choosing these options will assign the newly created activities on using JDBC to the project. In this manner, the project’s experiences are used to pave a new path that other projects can follow as part of the refined process.

5 Open Issues and Future Work

Early prototyping and work with software development organizations has demonstrated that the BORE approach is capable of capturing existing methodologies and software development knowledge, and provides possibilities, such as capturing

---

1 Note that we have purposefully omitted an explicit link from packaging to domain creation in Figure 3. We wanted to show that projects refine the domain through the experience base. Each project therefore draws on the collective definition of the process by reusing experience-based knowledge placed in the repository and structured through the domain model.
knowledge through the development process, that organizations had not previously envisioned [39]. But there is an inherent struggle between understanding the inherent complexity of diverse development contexts and the desire to create a standard that is easily understood by managers and developers alike. The BORE tool provides some relief for this tradeoff. Project personnel do not need to understand the methodology in its entirety, just those elements the project is responsible for. But the burden of understanding a more complex process remains for personnel with methodology maintenance responsibilities. Better tools are needed to supply higher-level views of activity structures and relationships between rules.

Maintaining the BORE repository requires personnel that specialize in software process and maintaining rule bases. Many organizations, fueled by the need to conform to the CMM or other standards, are already creating Software Engineering Process Groups (SEPGs) or otherwise dedicating some effort to maintaining process standards. BORE can serve as a tool to assist these groups in the creation and maintenance of the organization’s process. Rule-based expertise is also needed to maintain BORE’s rule base. Complex rule structures can be as difficult to maintain as software systems, and require similar techniques, such as version control and test plans. Organizations often find it difficult to justify the overhead of such positions and continued effort is needed to minimize documentation overhead while further understanding the benefits gained by investing in organizational learning and experience factory strategies.

The BORE system currently relies on rules to find relevant activities for projects. To the extent that the activities can be designed properly, this will work. But there may be instances where a search for related activities may be useful. BORE has a simple search tool, but we are investigating more sophisticated case-based retrieval. Hierarchical case-based planners [49], which generate plans based on case-based search criteria and options, seem particularly well suited to the kinds of work we are pursuing. We hope to draw on some work that integrates rule-based and case-based systems [33, 48] to find work breakdowns that are relevant to the characteristics of a project.

Integrating languages and formal process models into environments has been researched in a number of contexts [6]. These process-based environments, often called Process Centered Environments (PCEs) often cover both the process modeling and process enactment phases of the process engineering lifecycle [31, 34]. Some of these environments have investigated different formalisms, such as knowledge-based [14] and Petri net [7] approaches, while others have focused on elements of software development, such as hierarchical decomposition of activities [12, 29], collaboration and coordination [25] [32], and analysis and simulation [47]. These techniques contain process representations for creating processes and automatable process actions [20, 22, 42, 44]. The BORE system has focused more on knowledge management and supporting experience factory approaches. Nonetheless, the use of a process language would enable the integration of many automation features and future work will look into this, perhaps by embedding an ontology-based language in the BORE rule engine.

Some of the research questions we will continue to explore with BORE include designing work practices centered around case-based organizational learning processes. Design tools must reward users using the tool with high-quality knowledge, as well as leaving information for subsequent development and maintenance efforts. We believe these are compatible goals. Long-term projects need to track their progress and deci-
sion making process, but the challenge is to capture this knowledge in a form that can be used in other development efforts. Some major research questions include: designing methodologies based on standards set by previous projects yet flexible enough to accommodate changes in business needs and technology; creating a development process that begins by using the resources supplied by the repository and updates the repository as the project progresses; finding the “right” level of documentation [16, 53] in techniques such as agile methodologies that do not overwhelm developers yet leaves a trace for subsequent efforts; and organizational changes needed to make such techniques work in the organization (i.e. the technology transfer and tool adoption problems).

Most important is the extremely difficult task of getting organizations to take part in efforts to evaluate emerging research in realistic settings. The BORE system is beginning to move out of the prototyping phase and is currently being evaluated by a local IT department, as an implementation technology for the MBASE methodology at the University of Southern California [17], and the Software Design Studio at the University of Nebraska-Lincoln [26]. In addition, other development organizations, including NASA Goddard [37] have shown interest and may engage in further pilot studies that will be the subject of subsequent research papers.

6 Conclusions

The research described here investigates the integration of experience factory and organizational learning techniques. The techniques complement each other, with the experience factory supplying the organizational structure for use, capture, and packaging of knowledge, and the organizational learning approach providing case-based tool support and a mechanism for explicitly defining software development methodologies. The overall goal is to develop a tool and methodology that is based on the use of best practices embodied in a defined software development process, but that allows projects to improvise when necessary. The term “improvise” is key here, as it connotes the fact that innovation occurs within a known framework [27] – the process repository of best practices, in our case.

To achieve these goals, we have coupled process and technology to turn defined development processes into dynamic “living” resources [58] that can be extended and improved as new project needs and application requirements emerge. General principles are captured in the methodology and cases capture situation-specific knowledge of actual practice. The emerging, case-based, knowledge can then be turned into standards representing a software development organization’s best practices that can be brought to bear on individual development efforts. As the repository accumulates through principled evolution of the methodology, it improves to able to handle a wider range of circumstances [43], while evolving toward answers to problems that fit the organization’s technical and business context.
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Abstract. Agile Software Development has put a new focus on the question of how to share knowledge among members of software development teams. In contrast to heavy-weight, document-centric approaches, agile approaches rely on face-to-face communication for knowledge transfer. Pure face-to-face communication is not feasible when applying agile processes in a virtual team setting. In this paper, we argue that the right approach for virtual software development teams using agile methods lies between a radical "none but source code" standpoint, and the multitude of documents proposed by heavy-weight development standards. This paper introduces work on developing a system for the task-based capture and pro-active distribution of recurrent information needs that typically arise for developers, as well as potential ways to satisfy these information needs. Our approach facilitates an incremental organizational learning process to capture and maintain knowledge on what documentation/information is actually needed, such that documentation is created on an "as needed" basis.
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1 Introduction

At first sight, Agile Software Development and Knowledge Management (KM) do not seem to fit well together. As pointed out by Cockburn [5], one of the main characteristics of agile methodologies is their attempt to shift the company’s organizational and project memory from external to tacit knowledge, i.e. written documentation is replaced by informal communication among team members. While this might relieve team members from time-consuming documentation activities that are not directly relevant to their current development tasks, the absence of explicit documentation leads to a number of problems:

- Subject matter experts in larger teams find themselves spending much time in repeatedly answering the same questions.
- Team members find themselves in situations where they know that they have had a certain problem before, but cannot remember its solution.
• There is no direct knowledge exchange between members of different teams if they do not belong to the same community.
• Important knowledge is lost as soon as experienced developers leave the project or company.

Although the last point is partially mitigated by the strong focus on pair programming and shared code ownership as advocated by Extreme Programming [4] and other agile methods, the other issues still remain. Thus, the advantages of following agile, light-weight methodologies have to be balanced against the disadvantages of the absence of documentation and the lack of knowledge management.

Knowledge sharing is particularly difficult in case of virtual agile teams where team members are not co-located and have less or no opportunity for face-to-face communication. On the other hand, virtual teams often use information technology, e.g. e-mail, newsgroups, on-line chat rooms or Wiki webs, to exchange information. This provides opportunity for knowledge management tools to capture the knowledge that is shared.

One of the main reasons why agile methodologies reduce the emphasis on documents other than source code is that the cost of creating and, in particular, keeping them up-to-date with the continuously changing requirements and source code (or project state/environment) do not pay off. This maintenance problem of keeping externalized knowledge bases up-to-date was also the reason why many knowledge management approaches failed in the end.

However, for any software development project there are a number of information sources that contain useful knowledge and need not be actively maintained by the development team; typical examples are e-mail/newsgroup postings discussing technical issues, lessons-learned stories maintained by a central process group, or web sites maintained either within or outside the company containing material about technologies that are used by the project. Thus, even during development activities that occur within software projects that follow a light-weight process, information is often available that could help team members to successfully perform their tasks.

Since studies have shown that people often are not aware of information that might be relevant to them [8] we are investigating ways to pro-actively provide developers with access to information specific to their current tasks and preferences. In the following, we present a systematic, bottom-up approach on capturing recurrent information needs (including potential ways to satisfy those needs) that typically arise for team members as they are performing software development tasks. Depending on a characterization of their current situation (i.e. current activities, individual preferences and skills etc.), developers are provided with those modeled information needs that are triggered by the characterization; in particular, corresponding information items are retrieved for each of these information needs, which are assumed to satisfy the information needs in required detail.

In order to illustrate this approach, we have constructed a system, called the *Process-oriented Information resource Management Environment (PRIME). PRIME pro-

---

1 In fact, the knowledge base maintenance problem was never solved in the 1980’ies for expert system approaches, and prevented them from wide-spread adaptation in industry.
2 While pair programming might increase the chances that at least one of the two developers is aware of relevant information, it does not solve the problem in principle.
vides a technical infrastructure for the task-specific capture of information needs and their distribution to developers, as well as feedback communication.

The remainder of this paper is structured as follows: In Section 2, we discuss existing approaches that help in knowledge sharing in distributed agile teams. Section 3 gives an overview on the functionality provided by PRIME, and presents the concepts underlying our approach. Related work on process-oriented knowledge management is discussed and compared with PRIME in the last two sections.

2 Communities of Practice

Agile methods value people and communication over tools and documentation. In its last consequence, using agile methods implies that knowledge management initiatives need to focus on establishing and supporting Communities of Practice [17]. In a software development environment, communities of practice can loosely be defined as groups of people who work on similar topics, use similar approaches & technologies and have similar information needs. As we concentrate in the paper on the knowledge management aspect of agile teams, the last issue is of most interest to us. Thus, the questions to answer are:

- How can we identify communities of practice?
- What kind of support can we provide to them?
- How can we reduce the knowledge maintenance problem?

In this paper, we address these issues from the specific perspective of virtual agile teams (VAT). An agile team is a software development team whose work practices are inspired by agile methods like Extreme Programming, Scrum, Feature-Driven Development, Adaptive Software Development, Agile Software Development and others. A virtual team consists of geographically dispersed members working on a common goal. Team members either belong to the same company, to a virtual enterprise or to volunteer efforts (e.g. open-source projects). A VAT combines these two aspects. In the following, we deal with the question of how knowledge sharing can be supported in VATs.

2.1 Identifying Communities of Practice

We see several ways how a community of practice can be identified in a VAT setting. First, a team working on the same project implicitly is a community of practice. Team members share several information needs, e.g. what is the state of the work, where can I find information about technologies used in the project etc. Second, technologies and tools used implicitly define a community of practice, e.g. people developing EJB-based applications can share their insights with each other. A similar argument holds for tools used by a group of people. A third category is based on the type of task that a group of people is performing, e.g. software testers from various projects may be able to share knowledge.

Communities of practice based on technology or tool use are orthogonal to project-oriented or task-type-oriented communities. This is immediately visible by looking on various technology or tool oriented newsgroups or web sites where people from different organizations share their questions and answers.
2.2 Supporting Communities of Practice in Virtual Teams

Communities of practice often rely on face-to-face meetings where colleagues exchange knowledge via informal communication. This is exemplified by special interest groups of organizations like IEEE or ACM, IT conferences or quality circles in companies. While agile methods are creating project-oriented communities of practice by stressing pair programming and (often) shared ownership, they are not explicitly tapping into communities based on technologies, tools and task types.

In a virtual environment, communities of practice are based on web sites and/or newsgroups. They can either be centered on technologies (e.g. http://www.theserverside.com/home/index.jsp centers around J2EE development), tools (e.g. http://www.jboss.org/ focuses on the JBoss server), or task types (http://www.testing.com is a web site focusing on software testing). Project-oriented portals are addressing knowledge management issues for distributed teams (e.g. http://sourceforge.net/ host more than 46000 open-source projects).

The following technologies seem to be useful for knowledge management in virtual teams:

- Expert directories: Listings of people and their skill sets that allow finding experts in specific technologies, tools or processes. This can be combined with some kind of evaluation mechanism and subcontracting mechanisms (e.g. http://www.elance.com/ is a marketplace for finding free lance contractors). Within companies, especially consultancy companies, expert directories are often combined with retrieval mechanisms for finding people that worked on specific projects.

- Web sites: Lots of knowledge is freely available on web sites. Web sites often maintain FAQs and cross-list other sources of information for a given topic.

- Newsgroups and mailing lists: While web sites often serve as information providers, they often do not support interactive questioning. Newsgroups, on the other hand, allow a user to ask questions. Often, somebody else from somewhere in the world will post the answer quickly. Newsgroups and mailing lists provide a similar functionality: broadcasting information to many recipients. Newsgroups are following a pull approach: a user has to actively read a newsgroup to find if she can help somebody else. Mailing lists, on the other hand, push questions into the inboxes of all subscribers and bring questions to their attention.

- Information retrieval on the Web: The problem with the Web is to find the gems of relevant knowledge in the vast amount of information available. Search engines and web directories can be of help in that. Search engines use information retrieval algorithms to get high precision and recall on searches. Their limitations stem from the syntactical nature of these algorithms. The semantic web initiative tries to overcome this by using ontologies, inference engines and human modeling effort.

- Collaborative filtering: Communities of practice can be used to determine relevance of information for others. The underlying assumption here is that if two people belong to the same community, they are interested in the same information. Amazon.com, for example, is using this approach for sales support: people browsing to one specific book are shown similar books. Sharing a bookmark list within a community of practice (e.g. a project team) reaches a similar effect.
2.3 Reducing the Knowledge Maintenance Problem

Maintaining knowledge sources in areas where knowledge is changing quickly is a costly undertaking. On the other hand, we argue that there is a vast amount of knowledge freely available and already maintained by some group with an interest in it. Hence, the knowledge maintenance problem can be reduced for a VAT by maintaining the information needs that it has instead of maintaining resources that fulfill these needs. Thus, our approach models the information needs of a VAT and uses existing resources for fulfilling these needs. The reduction in knowledge maintenance effort is based on the assumption that it is much less costly for a VAT to maintain a list of questions than to maintain a list of questions and their answers.

The questions that the VAT maintains can be parameterized. The parameters can be bound before the question is sent to a knowledge source with context-specific values. E.g. a question can be: “Give me information about EJB technology provided that the EJB-Skill-Level is ?x and the EJB-Server is ?y”. Before the question is sent to a knowledge source, the skill level can be bound to “low” and the EJB-Server can be bound to “JBoss”. These two pieces of information can be extracted from the current task of the project. Obviously, this requires a model of tasks and task-specific information needs; such a model is described in the remainder of this paper.

3 PRIME

Our approach is based on the assumption that developers are willing to maintain their individual lists of current development tasks (called to-do lists) in an application provided by their company. Tools like our MILOS-ASE\(^3\) support this functionality for virtual agile teams. Tasks are represented by a short textual description, together with some (optional) scheduling information (e.g. a due date). They are assigned to iterations of the agile process.

While developer is working on one of his tasks, certain information needs arise for him that need to be satisfied in order to successfully perform the activity. These information needs range from simple questions (e.g. “How do I launch VisualAge in this company?”) to more questions that usually are more complicated to answer (e.g. “What issues need to be addressed when using Serialization together with EJB?”).

Even in software organizations that follow a light-weight process, typically there are several information sources available which potentially contain information that can be used to satisfy the employees’ information needs. These information sources can be either human subject-matter experts (e.g. experienced colleagues) that employees can contact, or any electronic information system that is accessible by employees. Furthermore, information sources might either be maintained outside the company (e.g. newsgroups, mailing list archives, tool vendor websites, etc.), or they might be internally maintained within the organization (e.g. the company’s document management system (DMS), bug tracking systems, lessons learned systems, etc.). For software organizations, the existence of external information sources is an important factor, as a considerable amount of relevant up-to-date technical knowledge (in the

---

\(^3\) http://sern.ucalgary.ca/~milos

\(^4\) In the following, we use the terms ‘task’ and ‘activity’ synonymously.
form of documents, newsgroup postings, etc.) is created and made available outside the organization via Internet technology.

Rather than trying to capture or maintain this knowledge for use within the (virtual) software organization, our approach focuses on connecting developers with knowledge sources that are recommended by those communities of practice addressed by the developer’s current task. This functionality has been realized in PRIME, a system to capture, distribute and satisfy task-specific information needs. PRIME has been linked with the project support system MILOS [20], the predecessor of the web-based MILOS-ASE system which has been tailored to support distributed agile software projects.

As a basic functionality, MILOS allows each developer to maintain a basic to-do list (see Fig. 1). In addition, each developer is provided with the PRIME Information Assistant component that enables him to access preferred information items, as well as to initiate an automatic retrieval of information items in order to satisfy an actual information need that was expected to arise for him during his current task. In correspondence to these two concepts, the Information Assistant window is divided into two panes, which are explained in the following two sections.

3.1 Personal Task-Specific Information Needs

The pane labeled ‘Private InfoNeeds’ allows the developer to associate information items (in the form of bookmarks/favorites) with each task on his to-do list that he considers as useful for this task (see Fig. 1). Furthermore, the PRIME Information Assistant allows users to post task-specific questions or information requests to a forum that is used by all members of the virtual team as a means to support each other by posting answers to a colleague’s questions (Fig. 2 & 3). Supporting each other is expected by all members of an agile team and helps building a community spirit. The system creates a link to the corresponding question/answer thread and maintains this link as another task-specific information item, providing the user with immediate access to his postings.

The system stores all tasks together with their associated information items; during future tasks, users can search the set of former tasks and associated links via keyword search on their textual descriptions, in order to make use of formerly found information items during later tasks.

3.2 Recurrent Information Needs

The Information Assistant pane labeled ‘Global InfoNeeds’ allows the developer to browse the set of recurrent information needs that have been modeled in anticipation of likely information needs that might arise for him during the selected task. In particular, the developer can initiate predefined queries that can be performed on available information sources which are supposed to satisfy one selected information need (cf. Fig. 1).

The set of retrieved information needs depends on the characterization the developer has given for his task so far. In PRIME, a characterization consists of
Fig. 1. Snapshot from a to-do list (a), the Information Assistant (b) launched for a selected task (1), and a query execution for an information need to find an EJB tutorial (c): the developer has selected the question "Where can I find a tutorial on EJB?" in the Information Assistant. Issuing the "Show" command on a corresponding IS usage recommendation (2), a browser opens and presents her a list of links which have been retrieved from the Javasoft homepage to the topic "EJB Tutorial". The developer can now refer to the hyperlinks to access the information items.

- a classification of the task (i.e. selecting a task type that fits the current task, e.g. "black-box testing"), and
- choosing values for attributes that can be used to further describe the task (e.g. tools or technologies that will be used for executing the task, software components handled during the task, or other key topics that the developer would like to obtain information about).

Figure 4 shows the characterization editor provided by PRIME, which allows developers to characterize their tasks as well as other task-related entities. Task characterizations can be based on entities specified in an organization-specific ontology that is created and maintained by members of different communities that have emerged over time within the virtual organization. Typical entities listed in such an ontology are different task types and tools/technologies, in correspondence to the kinds of communities of practice identified in Section 2.1.

The main purpose of this ontology is to provide each community of practice with the means to systematically define and organize sets of recommended information
resources concerning the entities defined in the ontology. Fig. 5 depicts a simplified excerpt from a task-type hierarchy with associated recurrent information needs.

In the following section, we describe the structure of recurrent information needs in more detail.

![Fig. 2. Snapshot from an agent’s Information Assistant (a) that allows agents to post their request (b) directly to a forum (c). For each task, a message forum is provided that maintains the agents’ information requests and the replies posted by colleagues. The agents’ requests are posted to the corresponding forum by the Information Assistant, after having been extended by a link to the activity during which the information need occurred.](image)

### 3.3 Representing Recurrent Information Needs

We assume that information is represented as knowledge items (or information items). A knowledge item is any document (e.g. a MS-Word document, a web page, or an email) that is available to an agent (developer). We say that information is provided to an agent if a set of knowledge items is presented to him.

Knowledge items can be obtained by accessing/querying information sources that are available to the organization; typical examples of information sources are databases, Document Management Systems (DMS), Web search engines (e.g. Google, AltaVista, etc) or even experienced colleagues. It should be noted that a knowledge item retrieved from an information source can reference another knowledge item or even another information source. An example of such a knowledge item would be an e-mail of a colleague, in which he recommends to consult a particular database.

In the following, we introduce a number of concepts to represent knowledge about available information items that might be useful for agents during activities of a certain class.
An information source (IS) is represented by the following aspects:

- **name**: the name by which the information source is commonly referred to within the organization
- **contents description**: a short text that explains what information is stored here, and how the information source can be used
- **access**: specifies where the information source can be found or accessed (e.g. a URL in case of an online resource, or contact information about a colleague/expert)
- **query interface**: specifies the information source’s interface for automated retrieval, if available (e.g. a CGI script to retrieve items from the information source). This interface will be used to execute queries that have been specified within information needs (see below)
- **quality/cost aspects**: a set of aspects describing quality and cost aspects of the information source (e.g. access cost in case of commercial information services)
Table 1 shows an example for the representation of an information source.

It should be noted that an individual document can also be represented as a special case of an information source (i.e. an information source that contains only one document).
Fig. 5. Excerpt from a task-type specialization hierarchy (depicted as a UML class diagram). Information needs associated with a task type are supposed to be inherited by its sub-types.

Which information sources contain useful information for an agent during his work typically will depend on certain activity and agent characteristics. Furthermore, software engineering activities often undergo changes during their enactment (e.g. schedule changes, product feature changes etc.). As a consequence, the set of information sources that contain useful information changes during an activity’s enactment, in correspondence to the activity’s changing characteristics.

Consequently, a static list of information sources as a means to provide agents with useful knowledge items is often inadequate for software engineering activities. This leads to the concept of situation-specific information source recommendations in order to capture (meta-)knowledge that a certain information source might be useful to agents during activities of a certain type. An IS recommendation is represented by the following aspects:

- **information source**: the information source being recommended
- **task type**: the class of activities for which the information source might contain useful information
- **activity constraints**: specifies conditions on activity characteristics. The information source is only recommended if the conditions hold
- **role constraints**: restrict the recommendation to those agents performing a certain role in the activity
- **skill constraints**: specify conditions concerning the agent’s skill profile that must hold in order for the information source to be recommended.

Table 2 shows an example of an information source recommendation.

So far, information source recommendations only describe which information sources are generally considered to be useful during an activity; they do not describe explicitly for what purpose they are considered to be useful, i.e. what information needs might be satisfied by their contents. In order to capture this knowledge, we introduce the concept of information needs.
Table 2. The information source "Java DK1.2 language specification" (see Table 1) is considered useful for all agents taking part in an implementation activity in the role of a "programmer", but only if the implementation language is Java 1.2 and the agent is not already known to be a Java 1.2 expert.

<table>
<thead>
<tr>
<th>IS recommendation aspect</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>information source</td>
<td>Java JDK1.2 language specification</td>
</tr>
<tr>
<td>task type</td>
<td>Implementation Process</td>
</tr>
<tr>
<td>activity constraints</td>
<td>programming language is Java 1.2</td>
</tr>
<tr>
<td>role constraints</td>
<td>useful for role 'programmer'</td>
</tr>
<tr>
<td>skill constraints</td>
<td>programmer is not a Java 1.2 expert</td>
</tr>
</tbody>
</table>

An information need (IN) encompasses a situation where an agent requires certain information in order to successfully carry out a given activity. We assume that information needs are being expressed in form of a question (e.g. "Where can I find a tutorial on EJB?"). These questions are supposed to be of the kind "Where can I find pieces of information on ..., because it might help me to solve problem x?", rather than "What is the solution to problem x?". In that way, information needs describe goals that, when achieved, enable agents to successfully perform their activities, which in turn are intended to achieve a certain project objectives.

Whether a certain information need arises for an agent will depend on certain activity and agent characteristics (e.g. the technologies that have to be used, the agents experience, skills etc.). Hence, a captured, expected information need should include a specification of the situations in which they typically occur, as introduced for the capture of information source recommendation.

Information needs potentially can be satisfied by accessing one or more information sources via their interface (e.g. send e-mail to a colleague, launch a tool to open a document, or query an information system). As a result, the information source returns one or more information items (e.g. a human answers by e-mail or the Document Management System returns a set of documents). The interpretation of these information items is supposed to either satisfy the information need directly, or help to satisfy it by referring to another information source that might contain the information required to satisfy the information need.

In order to provide a template for the description of a way to access an information source to potentially satisfy an information need under certain conditions, we introduce the concept of an information source usage recommendation (IS usage recommendation). IS usage recommendations are represented by the following aspects:

- **information source recommendation**: specifies the information source that potentially contains information to satisfy an information need, as well as the conditions (in terms of activity, skill and role constraints) when the information source is recommended to be accessed to satisfy the information need.
- **usage direction**: either is a short text explaining in natural language where to find the desired information, or it is a query specification. In the latter case, the query is specified by the following aspects:
  - **comment**: is a short text explaining the query’s semantics to the human reader.
  - **queryCommand**: contains a query expression that can be sent to the information source via its query interface (see above).
Building on the concepts introduced so far, a recurrent information need is represented by the following aspects:

- **question**: a textual representation that describes the information need.
- **information source usage recommendations**: a list of information source usage recommendations, describing alternative ways to potentially satisfy the information need under certain conditions.
- **task type**: the class of activities during which the information need is expected to arise.
- **activity constraints**: specifies conditions on activity characteristics. The information need is only expected to arise if the conditions hold.
- **role constraints**: describes for which roles the information need is expected to arise.
- **skill constraints**: specifies conditions concerning the skill profile of an agent participating in the activity. The information need is only expected to arise if the conditions hold.
- **sub-information needs**: references a set of sub-information needs; satisfying these information needs is assumed to provide information that helps in satisfying the referencing "parent" information need.

Figure 6 shows a screenshot from the Information Need Manager interface to define information needs.

We assume that the definition of recurrent information needs will be triggered by either of the following situations:

1. A subject-matter expert posted an answer to an information need, but still finds himself being repeatedly asked to answer this question again by different colleagues. Consequently, he would like to have users being automatically referred to the already documented question/answer thread.

2. Instead of searching the set of former tasks in order to find useful information items for his current task, users might request to have certain information items offered to them on a regular basis (e.g., “Offer me the Java Language Spec. whenever I perform an implementation task that includes coding in Java”).

Figure 7 summarizes the relationships between the different constructs introduced above.

Information source recommendations and information needs are used to differentiate conceptually between two strategies:

- providing access to an information item or source, without stating explicitly what information need(s) it is intended to satisfy
- presenting explicitly formulated information needs in form of a question, together with information items that potentially provide answers to the question. Thus, the question denotes the purpose for offering the information items.

In summary, information source recommendations are used whenever

(i) it is obvious what the corresponding information source is used for (e.g., a language specification will always be used for reference), or

(ii) there are so many different ways of usage that it would be too cumbersome to explicitly list all of them.
Fig. 6. Snapshot from the Information Need Manager interface: from the tree in the upper-left part of the window, the user has selected the entity ‘EJB’ from the domain ontology. The tree in the upper-right part displays the information needs associated with that entity, grouped under appropriate categories (rendered as folders). The attribute values of the selected information need are shown in the lower part of the window. For example, the skill constraint is shown, formalizing that the selected information need should only be offered to developers whose skill level concerning ‘EJB’ technology the less than or equal 3.

Fig. 7. UML class diagram depicting the relations between the concepts introduced to represent recurrent information needs.
In contrast, the representation of information needs allows capturing in more detail
• what information might be useful (expressed as a question)
• where and how this information can be found (i.e. a list of information sources that
  potentially contain the information, together with direction on how to access them)
• when it might be useful (i.e. constraints on certain activity characteristics available
  at enactment time) when it might be useful (i.e. constraints on certain activity char-
  acteristics available at enactment time)
• to whom it might be useful (i.e. constraints on performers’ roles and skills).

4 Related Work

Most work on integrating Knowledge Management and process support has been
done in the field of business processes (see [3] for a recent overview). In the follow-
ing, we discuss and compare PRIME to related state-of-the-art approaches.

TIDE [18] is a web-based system that facilitates task-based retrieval of documents.
A task in TIDE describes a yes/no question that a user is trying to answer; it is repre-
sented by a set of weighted slot/value pairs that characterize the question, where all
values are terms (words or word stems). The weight of an attribute "loosely ... repre-
sents the importance or frequency of the value of that slot in relevant documents." [18]. Furthermore, a task (question) references a set of sub-questions that provide
evidence towards answering the parent. This task hierarchy "corresponds to a Bayes-
ian Network, which encodes the probabilistic relationships between questions" [18].
The weights and the task hierarchy are maintained in a task model that users instanti-
ate for their concrete tasks.

The task representation is used to retrieve task-specific relevant documents via the
vector space model [12]. Each document is characterized by a vector of weighted
terms. A weighted keyword query is derived from a user’s task representation by
recursively collecting the terms from the question’s sub-questions and computing
weights for these terms according to the sub-questions’ importance to the parent ques-
tion. TIDE’s method of query derivation allows the relevance criterion to be adapted
to reflect changes in the users’ opinion on relevance by weight modifications.

Compared to PRIME, two main differences can be identified: first, TIDE restricts
the notion of a user’s task to answering yes/no questions, whereas activities in PRIME
reflect arbitrary tasks. Second, the determination of relevance in TIDE is computed by
a weighted term query approach; in PRIME, relevance computation is two-step proc-
cess: (i) determination of relevant information needs based on a symbolic activ-
ate/trigger model5 using boolean expressions, and (ii) launching a well-formed query
command to an appropriate information source as defined by the information needs.
Thus, in TIDE relevance can only be expressed heuristically in terms of a probabilis-
tic model; in PRIME, relevance can be formulated as a logical fact, which allows it to
enforce that certain important documents are always retrieved in specific situations.
Also, TIDE’s weight-based relevance model will be difficult to maintain, as it is not
trivial to identify which weights have to be changed in what way for an intended up-

5 Information resources are activated by entities present in the activity representation; activated
information resource trigger if their constraints are satisfied. Only triggered resources are pre-
sented to the agent performing the activity.
date of the relevance criterion. However, the TIDE system might be an interesting extension to PRIME, as TIDE’s notion of a task actually corresponds more closely to PRIME’s notion of an information need (formulated as a yes/no question): by mapping TIDE’s tasks to PRIME’s information needs, the information need’s query command could be used to trigger TIDE’s retrieval mechanism.

EULE [9] is a system that provides computer-based guidance for office workers at Swiss Life. It introduces a formal knowledge representation language that covers data and process aspects, as well as legislation and company regulations relevant for office tasks dealing with life insurance. Users are guided through a sequence of activities to perform their tasks and are being provided with access to relevant documents (contracts, letters, client data etc.); for each activity, users are requested to enter task-specific data into forms that are presented to them by EULE. Depending on the data entered, new activities might be triggered because of certain laws or regulations. EULE uses deduction to create appropriate instances of rights and obligations, which are represented as concepts; its inference engine couples description logic and deductive database technology.

For each activity, EULE can present an explanation to the user why the activity has to be performed. Furthermore, letters that have to be created during certain activities can be generated automatically from the user’s data (in combination with the company’s databases). The system was introduced at Swiss Life in mid-1999, and is reported to be highly accepted by employees. Perhaps most interestingly for the approach presented in this thesis, a field study with EULE has been conducted at Swiss Life with positive results: team heads "noticed a considerable relief from the support they usually need to give their team members whenever they encounter a situation they do not know how to deal with" [9].

Because of its inflexible workflow enactment model (build/compile/execute lifecycle), EULE is inadequate to support software development processes. Furthermore, EULE is not designed to provide users with information from external information sources. In addition to the documents related to an activity (contracts, letters, etc.), users are given access to textual representations of laws and regulations that are relevant to the user’s current activity. In particular, relevance of information is determined strictly deductively in EULE. In PRIME, relevance can also be computed deductively (by means of information need preconditions formalized in F-Logic); but additionally, information can be retrieved via soft-matching mechanisms (e.g. standard information retrieval approaches [12], similarity measures [11] etc.). Depending on the query command specified within an information need and the retrieval mechanisms supported by available information sources, soft-matching can be used to find relevant information whenever this seems appropriate.

Schnurr et. al. describe an approach based on OntoBroker for Reactive Agent Support [13, 14]. OntoBroker is used to define a domain ontology and to manage an archive of ontology-annotated documents. In addition, OntoBroker scans the documents for facts, stores them in a database, and infers facts from the database using a built-in inference engine.

In OntoBroker, business processes are defined as SGML nets (a special kind of Petri nets). Processes are represented by transitions; predicates based on document contents define when a transition may be executed. Queries (called context-based
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6 In fact, EULE is a single-user system and does not support workflows performed by project teams.
7 OntoBroker is a commercially available F-Logic interpreter (www.ontoprise.com).
views) to the database can be associated to transitions and places. The approach focuses on strongly-structured processes, as the planning of activities and remodelling of SGML nets is not supported. Furthermore, the approach is restricted to F-Logic-based queries to one central repository of annotated documents. For PRIME, F-Logic-based queries to an OntoBroker repository only form one of many possibilities to retrieve information; alternatively, it can provide information retrieved from standard information retrieval systems, relational databases, or case-based reasoning systems. Especially the latter are considered to be of prime importance for experience management within software organizations [15].

Furthermore, the proposed SGML net-based approach does not facilitate an explicit representation of activities. Rather, the activity states are implicitly defined by the state of document attributes. As a consequence, queries can only reference attributes of the document currently being modified by an activity (i.e. transition).

In [16], Wargitsch et. al. present the OM-based flexible WFMS WorkBrain that provides integrated access to different information and communication services. These include a CBR system (storing former workflow cases), a workflow issue-based information system (WIBIS), a mechanical design database, an electronic product catalogue, a know-how database for engineering solutions as well as a traditional DMS.

WorkBrain supports both structural planning and enactment tasks: e.g. workflow construction is supported by retrieving similar former workflow cases, whereas enactment tasks are supported by retrieving documents created in former workflows. However, only the WIBIS system is process-oriented in the sense that processes are used to organize issue threads. Access to the other information systems can not be tailored to specific tasks; in particular, generic queries that are instantiated for concrete tasks cannot be modeled. While the OM is comprised of different information sources that have been made available, no process-specific usage is supported and no automatic query execution takes place, i.e. the OMIS is passive.

The KnowMore framework [2] outlines a three-step deployment process for their workflow-enabled information delivery system. First, a commercial business process modeling tool is used to define a process representation that can be enacted by a workflow engine. Second, knowledge-intensive tasks (KIT) within this process model are identified; these are enriched with KIT variables and with conditional, generic queries. KIT variables represent slots that have to be filled during process enactment, whereas queries represent potential information needs.

During workflow enactment, the generic queries are instantiated with workflow parameters in the context of concrete tasks. After instantiation, the queries are executed by computer agents which encapsulate knowledge on how to retrieve information from a particular information source. The results can automatically be integrated into document templates that specify the input fields that have be filled with retrieved information. In addition, KnowMore users can be presented with explanatory information on the values chosen/retrieved for the template’s input fields. The retrieval results are updated whenever the context in which they have been retrieved changes.

Like OntoBroker/SGML, the KnowMore approach focuses on strongly-structured processes and the automated integration of retrieved information, both of which are inadequate for software development processes. With KnowMore, only the enactors (but not the planners) of workflows are supported by the automated information retrieval, and the set of information needs is defined statically in the process model.
KnowMore and PRIME also differ in their main strategy for knowledge delivery. The KnowMore system always automatically executes the whole set of information needs currently regarded as relevant, and then post-processes the results. In PRIME, the agent is given the possibility to choose from a set of offered information needs the one that she considers as relevant in her current situation. The approach implemented in KnowMore is intended to support (automatically) filling in the structured document template, whereas PRIME is intended to support creative processes handling informally specified documents. In particular, the objective of information needs in PRIME is not to fill in the slots (i.e. attributes) of a document’s characterization object. On the contrary, the attributes are used to retrieve information items that help a human agent to successfully perform a creative activity.

DECOR\(^8\) [1] builds upon the KnowMore framework, but addresses weakly-structured, knowledge-intensive processes which cannot be planned fully in advance. Similar to PRIME, an Information Assistant is proposed that observes the workflow and interprets modelled information needs specified in the process model in order to offer relevant information. The main focus of the DECOR project is to provide a practice-driven, "total solution" for the integration of information retrieval into workflow-embedded, knowledge-intensive tasks. To this end, the project utilizes available, consolidated modeling methods and information technology in combination with research results from the KnowMore approach. However, continuous information need evolution as facilitated with PRIME is not reported to be addressed by DECOR.

Another system that shares some similarities with PRIME is Answer Garden 2 (AG2) [19], which supports astrophysicists in data analysis tasks. AG2 provides an integrated interface that allows users to locate and use about one thousand software components, their associated documentation, tutorials, frequently asked questions, data analysis recipes, or to ask a specific scientific community for help. It relieves users of the burden to remember the different data analysis tools, data formats, interfaces, and help systems, and provides shared recipes on how to use them. In particular, AG2 facilitates the collection and dissemination of organizational knowledge by building a database of commonly asked questions that "grows organically" as new questions arise and are answered [19]. However, AG2 does not allow for different types of tasks, explicit task characterizations, or proactive, situation-specific distribution of those commonly asked questions.

5 Conclusion

Whereas face-to-face communication between team members might have the highest bandwidth for knowledge exchange, there are circumstances when this is either not feasible (as e.g. for VATs) or not always desirable (e.g. because of a communication overload for experts). In addition, a considerable amount of explicit knowledge is available on the Internet in the form of newsgroup postings, technology reports, web sites dedicated to certain tools/technologies, etc. Hence, additional support should be made available to team members to promote the use of information sources that are readily available.

A similar situation appears in open source projects, where newcomers face the problem of catching up with the knowledge of experienced project members, part of Delivery of context-sensitive organizational knowledge.
which is reflected in mailing list archives. We believe that capturing and distributing proactively typical information needs of newcomers with regard to certain system components, technology used, etc. will greatly relieve experienced group members from having to answer the same standard questions repeatedly; at the same time, newcomers are relieved from sifting through large FAQ and mailing lists.

In this paper, we presented a system to capture and distribute task-specific knowledge about available information resources in the form of explicitly represented recurrent information needs. Depending on the characterization of a currently selected task, a set of information needs is retrieved and presented to the user in the form of a list of corresponding textual questions. From this list, the team member is assumed to choose one that corresponds best to his current information need. For this chosen information need, the predefined information source usage recommendations are executed (i.e. the specified query commands are instantiated and sent to appropriate information systems, or contact information for human subject-matter experts is displayed) to provide the user with information items that potentially satisfy his information need.

In particular, PRIME allows a smooth introduction of Knowledge Management services into the every-day work practice of members of a VAT. To begin with, the system can be used by team members to maintain task-specific bookmarks (i.e. URL links to favourite documents), providing users with a task-oriented way to organize and quickly access their documents. As valuable information is already available on the Internet or in the organization’s document repository, we argue that our approach ameliorates the knowledge acquisition bottleneck problem that let many KM initiatives fail in the beginning. In addition, PRIME’s forum component\(^9\) serves as platform for task-specific communication with the experienced colleagues. That way, additional task-specific information items can be captured on the fly.

Up to this stage, no modelling of a domain ontology is required. Furthermore, initial modelling of recurrent information need can start from basic task characterizations that consist of keyword lists to name any tools and technologies handled during the task; corresponding query commands can then search the available information sources for appropriate keyword (combinations). Only when

- users start to express an interest in being provided with certain bookmarks on a systematic basis during a certain class of activities, or
- subject-matter experts (or community-of-practice members) decide because of repeatedly asked questions that users should be provided with certain information during a class of activities, or whenever they are handling a certain tool/technology,

the need arises to capture and formalize these requests in the form of a corresponding entity in the domain ontology together with a set of explicit information resources, and to provide access to the requested information from appropriate information sources. Because of the personal gain achievable by explicitly modelled and automatically retrieved information needs, we argue that people will be willing to invest some time in modelling efforts (or posting modelling requests). Essentially, the explicitly represented information sources proposed in this work can be seen as a special kind of “markers and props” described in Cockburn’s Manifesto For Software Development [6], which people use to “inform, remind and inspire themselves and each

---

\(^9\) Based on Jive (www.jivesoftware.com)
other in getting the next move on the game”, and which serve to "inform and assist the players of the next game".

Currently, the implementation of PRIME has reached a stage where students have started to use it during their implementation activities on MILOS. From our experience gained so far, future extensions of the work presented here will need to address the effort required for information needs modelling. As an alternative to the explicit representation of logical preconditions, we intend to adapt and integrate techniques known from Collaborative Filtering (see e.g. [7]) or Case-Based Reasoning (see e.g. [11, 10]) with our mechanism for situation-specific information need retrieval. Usage of this technology could provide team members with information items that colleagues found useful who had ‘similar’ information needs, or with former information needs that (other) team members had during ‘similar’ situations. It is to be hoped that such extensions could narrow the current gap between the low effort required to maintain the users’ personally preferred information resources during their activities, and the relatively high effort required to model fully specified, generic information needs. One of the graduate students in Calgary is currently working on a comparison between text retrieval approaches and the ontology-based approach presented here.
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Abstract. This paper describes the usage process simulation models for better understanding the dynamic effects of processes. First, a method to build a comprehensive descriptive model is presented, which can build the foundation for the simulation model. Based upon the understanding of the static process, parts of the dynamic model can be modeled can be created. The initial method presented was used to create a discrete event model for inspections. The paper discusses the benefits of simulation for learning and optimizing the feedback cycles for learning.

1 Introduction

Improving an existing process requires capturing the process in the form of a process model. [Dow93]. The models are a prerequisite for developing and producing software with predictable quality and effort. However, the models used and required often only show the static view of the process. Developing software is a dynamic human-based process and this dynamic view is typically not represented in process models. Process changes often have undesired effects and may lead to worse process performance at high cost. Especially for new processes it is difficult to determine effects if the process is changed. Process simulation can support the decision for change before the change is actually implemented and money is spent. By “playing” with the model Project Managers and Process Performers, i.e., the people performing the process learn more about the dynamic of the process and can identify false believes and evaluate different alternatives.

Chapter 2 describes the motivation for descriptive process modeling and simulation. Chapter 3 describes a method for developing a descriptive process model and gives information about simulating a software process. Possible steps how to create a simulation model are shown in chapter 4. A short overview of the related work simulation and training or education is presented in chapter 5. In Chapter 6 we discuss the benefits of simulation and the pitfalls to avoid.
2 Background

The quality of the process used to develop and maintain a software product has a large impact on the quality of the software product [PWCC95, CG98]. Minor changes to a process that had run smoothly up to now can have a large impact on the resulting product outcome. However, in industrial practice, processes are often changed at will without considering the impact such a process change may have.

Especially in domains where little experience regarding the process exists, overall cause-relationships between the process and the resulting product quality are not always clear. Obtaining a detailed understanding of these relationships would require performing several dry runs of the process under different conditions and recording the results to determine a better understanding of the parameters influencing the process outcome. In practice, this is not feasible, because it is time-intensive and cost-intensive, and involves a high number of staff on experimental processes that do not produce marketable results.

Nowadays many application domains, such as mobile service development or Internet domain, require processes that are extremely flexible. Agile processes are more and more employed in industry because of their high flexibility. This flexibility is needed to cope with constraints of the development environment, such as an underlying technology that is rapidly changing. On the other hand, using these processes encompasses a high risk, because minor changes in the process may lead to a huge loss of quality of the resulting product.

Thus, a mechanism is needed that allows to assess the cause-effect relationships between process changes and the resulting product outcome with little personnel effort, at low cost, and within a reasonable time frame.

A way to assess these cause-effect relationships at low cost, with effort involved from the staff involved, and within a reasonable time frame is the simulation of software processes.

Simulation models are used in many domains to test assumptions and believes of the system modeled. Main perspectives of simulation are better understanding and learning. In the software engineering domain simulation is not as spread as in other domains but organizations start to use simulation for aiding their process understanding and improving. [KMR99] clustered the reasons why a simulation model should be created into six categories.

- Strategic management,
- Planning,
- Control and operational management,
- Process improvement and technology adoption,
- Understanding, and
- Training and learning

To enable long-time learning and improvement in software organizations, process improvement and technology adoption and understanding are the two main objectives. The simulation used for training and learning addresses more the education of students and project personnel.
[KMR99] also explain the possible scope of a simulation model (part of the process or complete process, one project or multiple projects), result variables (effort, cost/time, and defects) and process abstractions (which key activities, resources, primary objects and dependencies) that are useful to consider. Another dimension is the simulation technique that should be used and the data that is possible to obtain. If sufficient data from previous projects is available, calibration and validation can be done based on that data.

To define the scope with a more structured approach [Pfa01] developed a GQM based approach with the five dimensions: Role, Scope, Purpose, Dynamic Focus, and Environment.

3 Method

3.1 Overview

This section describes the overall method to build simulation models in order to increase process understanding and promote a better understanding of the impact modifications to the process may have. Figure 1 depicts the three main steps of the method. In particular, the method consists of two basic phases, descriptive process modeling (DPM), resulting in a static model of the process as it takes place, and process simulation. Process simulation itself consists of two steps, first a simulation model is developed from the descriptive process model developed in the first step. Additional information relevant for the development and calibration of the simulation model has to be gained through e.g., interviews or measurement data. In a second step the actual process simulation takes place to yield dynamic information on the process.

This simulation model can then be used to experiment with variations or modifications of the process without affecting the performance of the process actually performed. The next two sections give background on software process modeling and on simulation of process models.
3.2 Descriptive Software Process Modeling

Descriptive process modeling is concerned with developing a description of the process as it takes place in reality. This section describes the Prospect [Bec01] approach to software process elicitation for descriptive process modeling.

In Prospect, process elicitation is driven by the process-modeling goal – a specification of the process model that is to be developed by the process modeling activity. Using Basili’s GQM approach [BCR94] the process-modeling goal can be characterized along the following four dimensions:

- **Scope of Study**: What processes or what part of the process are to be described by the process model (coverage), and what level of granularity (granularity) is necessary for the process model?
- **What will the process model be used for?**
- **Quality Focus**: Which particular aspects should the process focus on, what information is to be depicted in the process model? Based on the quality focus the schema elements that are needed for the process model can be defined.
- **Context of study**: In what target environment should the process model be valid?

Based on those requirements the schema elements that are needed for the process model can be defined. In the context of Prospect, process information will be characterized with the help of the process-modeling schema described in [WB97], which has been implemented in the Spearmint tool [BHK+99].

**Fig. 2.** Prospect activities and main products

Prospect is grouped into two distinct phases, *process orientation*, resulting in the outline of the process, and *detailed elicitation*, resulting in the final process model.
Typical sources for information in the orientation phase are process documentation or project plans and unstructured interviews with management roles. Documents such as project plans or process handbooks list the activity names, dependencies between activities, sometimes artifacts. This information will later facilitate understanding of the terminology used in the organization, and give orientation on whom to interview. Typical human information sources in the orientation stage are Management roles [FFHM00]. These typically have an overview of the process. Documents helpful at this stage include process handbooks or project plans, which give an overview of the process.

In the second phase, detailed elicitation, the Process Engineer tries to obtain details of the process. This includes detailed descriptions of the activities, artifacts, roles, and tools modeled in the process, entry or exit criteria for the activities performed, or information on structure and contents of the artifacts used or produced.

Techniques employed in this stage are mostly techniques that allow for obtaining in-depth information.

Subsequently, the model is validated (not part of the Prospect method). Typically, people who provided information for the model are asked to review the model. Structural inconsistencies can be detected with the help of a tool – in case the model was created using a tool. Errors detected may lead to rework and corrections of the model.

Making this process model available to Process Performers, for instance, as electronic process handbooks [KBR+98] on the organization’s intranet has the long-term benefit that the process model can be used for learning or improvement. The process model incorporates experience related to process execution. However, this experience is mainly related to static properties.

### 3.3 Simulation of Process Models

A simulation model can aid multiple purposes through a better understanding of the process. The static information of the process can be captured in the descriptive process model. To elicit the dynamic model for a specific part of the process the descriptive model is a good starting point. For defining the scope of the dynamic model, it is crucial to know the purpose or the questions that should be answered with the simulation model. Due to the complexity of most software processes, it is impossible to create a model that can be used to answer all questions or to capture the complete process with all its details. Defining the scope and the detail of the simulation model can be essential for the usefulness of the simulation model.

Up to now a lot of simulation techniques have been used, among them state based process models, rule based languages, petri nets, continuous, and discrete event simulation. We will address continuous simulation (system dynamics) and discrete event simulation, in the following. System dynamics is the approach that was used for the most models documented in the literature. In literature, some hybrid models are documented (a combination of two techniques, usually system dynamics with discrete event simulation), and only one that uses pure discrete event simulation [ChS00].

A good overview of the advantages and disadvantages of system dynamics models and discrete event models can be found in the article [MaR00]. System dynamics in
general is more suited for models that have a larger scope and address the stability of the process and the levels of people’s experience, fatigue, schedule pressure and exhaustion. In addition, in the system dynamics approach objects in the model are not distinguishable from each other and exist only as a numerical value that is divided in fractions during simulation (e.g., 100 code units are just a number and not 100 individual units). For these reasons the size and other attributes of items, or abilities of the participants are usually modeled by average values in system dynamic models (e.g., the five participants have the same productivity and the code unit have all the same size).

In a discrete event model it is easier to model a sequence of steps and to characterize the objects, called items, flowing through the model. Therefore, discrete event simulation is extensively used in the domain of modeling manufacturing or logistic systems. For software processes the items flowing through the model usually represent people, code, defects, rooms. Each of these items can have attributes that capture individual values for this attribute. These attributes describe the abilities of participants or the size of a code unit. In addition, the values of the items’ attributes can be sampled from a distribution and capture the uncertainty in measuring the attributes.

Depending on the purpose of the model it can be used for an a priori analysis, “What if” games for changed parts of the process, techniques or changed parameters (e.g., different staffing) or an a posteriori analysis to understand the process and what happened. In all cases, the dynamic models help to learn more about the behavior of the model.

4 Application

For the first models we focus on the analytical processes in the software development process, especially the inspection and testing processes. These processes are important in order to build high quality products. Also they are suited for building a simulation model, because a large amount of empirical data and knowledge exists for this processes. To start the development of the model we built a descriptive model of the inspection process with the activities planning, preparation meeting, preparation, inspection meeting, rework and follow up with the corresponding roles performing these activities. The descriptive model is shown in Figure 3. The five roles in the figure are described in detail in [EbS93].

Before we can build the simulation model, the influencing factors have to be identified. We will apply parts of the System Dynamics technique, the cause effect diagrams, also known as casual loop diagrams [Ste00]. This cause effect diagrams are used for analyzing the relationships of the attributes in the inspection process.

In [LaD89] the authors differentiate the core inspection concepts and relationships into five dimensions. This description is used as a starting point to identify potential impact factors on the variables of interest (e.g., effort, duration, and number of detected defects). These are the interesting values for a simulation that are usually not captured in a static process model. Starting with this information and interviews with experts a cause effect diagram was created (Fig. 4.).
Fig. 3. Detailed product flow of an inspection process of code units

Fig. 4. Cause effect diagram for number of defects and effort
For inspection processes several models have been built with system dynamics; an elaborated model is described in [Mad96] and [Mad94]. In this model the relevant variables are the tasks, defects, and effort but there is no distinction between the different tasks to do (coding or designing parts of the product and inspecting it). Furthermore, the defects are not connected to these different tasks or units in the model. The effort is determined by a pool of persons with average attributes.

With this system dynamics model some questions that can aid learning can not be answered. Examples questions are “Which documents should be inspected?” or “Should the tasks to be performed distributed unevenly among the available participants?”

The profile of an team can be modeled with a discrete event model, and what happens if the profile changes. Besides the individual modelling of the participants the other items e.g. code items can have attributes that characterize the single item and also provides a profile for the whole project. The size of a code item would be an interesting attribute because it can be used to determine the time for coding or the defects expected after coding.

These questions can be addressed with a discrete event model where also distributions can capture the uncertainty of assumptions like the number of defects in one code item.

If a discrete event model should be created the “moving units” (MU) have to be identified and their attributes that capture the information about the single MU in the model. A MU can model persons that perform different roles in the process and have different properties. These persons are connected with other MU that represent code items to be implemented. According to the individual properties of the person and the code item and a stochastic factor the coding time and the produced defects are computed. The same can be done with the inspection preparation and inspection meeting for the time needed and the defects found. If sufficient empirical data exists it is possible to use complex relations determined with decision trees or neural networks. Otherwise the relations have to be created from expert knowledge.

For building the simulation model the modeler has made assumptions based upon beliefs or analysis of empirical data of the process. In doing so, the modeler has gained a better understanding of the process, assuming that the simulation model has a behavior similar to the modeled process. If the simulation model has the expected behavior the simulation model can be used to conduct experiments. The results of the experiments with the simulation model help making decisions that could be made only with long years of experience and learning. For example, the introduction of inspections is sometimes difficult to motivate because of the additional effort that has to be spent. This is one reason why inspections are only used in few organizations. To decrease these doubts a general simulation model can be used and give the project managers more insight into the dynamics of a software process. For more precise results the model has to be fitted with company specific data and, depending on the process, changes have to be made to adopt the model to the company specific process.
If a model is detailed an accurate enough, possible changes to the process can be tested that are too expensive and time consuming or even to dangerous and impossible to implement at the moment. Here the simulation helps to build a better understanding of the dynamics of the process and can aid decisions.

5 Related Work

Derek Merill and James S. Collofello [MeC97] present a Software Project Simulator that was used in the training for graduate students. They motivate the usage of the simulator with the need to gain enough experience that usually cannot be gained with reading or lecturing alone. Like pilots train in a simulator the students or projects managers can train with a simulator. The simulator is based on a system dynamics model and was created by [Tv96].

Pfahl und Ruhe [PfR01] address the process simulation in software organizations and how the simulation can be used to facilitate the learning and also the usage in combination with an experience factory. They studied System Dynamics in the context of organizational learning and took the areas of understanding, planning, controlling, and improving into account. They emphasize that learning based on system dynamics is an add on to the empirical learning supported by the experience factory approach.

Teved and Collofello [TvC95] state as motivation for their research the reduction of the cycle time and that the reduction was achieved in the most cases by changing the process and applying the CMM. The models can aid here to improve the evaluation of the effectiveness of purposed changes regarding the cycle time of the development process.
Pfahl, Klemm and Ruhe [PKR01] developed a CBT (Computer Based Training) module with a simulation component for the education and training in project management. They validated the simulator in an experiment with students. The simulator addresses the overall processes with requirement, design, coding and test. Optional quality activities (inspection) can be chosen. They state that the learning with a project simulator is as effective as providing the information with a detailed COCOMO model but also reason that the number of participants was too small to lead to significant statistical results.

6 Discussion

The normal way of learning includes feedback cycles: Process Performers or the organization change parts of the process and analyze what happens. If an experienced person is available, this person can act as a teacher or mentor to explain effects and expected outcome of the change. Otherwise the change in the process or any other change that influences the organization has to be implemented explicitly and the outcome has to be analyzed. A successful change meeting the expected goals is a positive feedback loop and vice versa. To decide if an implemented change is actually an improvement, the changed process has to be lived for a while and has to be measured in order to get the data for analyzing the change impact. This leads to feedback cycles that have a long delay time.

With the simulation of the proposed changes the process engineers, project managers or any other persons can optimize the feedback cycles. Several alternatives (if available) can be tested or - if a change has to be made because of other reasons - the outcome can be foreseen. When using simulation models, an important issue to consider is that positive results for a proposed change in a simulation model are no guarantee that the same change in the real process has a similar result. The model may lack one or more important relations that had to be considered to give a more precise result. A simulation model, however, can be used to detect unwanted effects: If a change does not have the expected outcome, especially a worsening effect, the simulation model falsifies the assumption in the context of the simulation model. Thus, simulation models are a means to avoid negative effects. Unwanted effects in the simulation of the model are clear indicators to be very careful when implementing this change in the actual process. Simulation models yield approximation of the expected outcome regarding the changes, but cannot give exact results regarding the result parameters (e.g., duration, effort, quality).

A very important issue to consider in this context is the quality of the model; models that have been used for a longer time in the organization and are tested in several situations are more trustworthy than newly created ones. Here we can fall back on the works of Balci or Sargent among others, who work in the area of validation, verification of simulation models in general. The principles described there, for example in [Bal95], are also applicable to simulation models in the software engineering domain.

Developing software is a creative human-based task. Therefore the human factors should be included in the Models in order to gain most from the models. People learn during the execution of a project and their skills improve. If necessary, a distinction
between different skills is possible. Typical skills in software development could be coding productivity skill or a coding quality skill. But the participants suffer also fatigue effects as a result of continuous time pressure, which leads in the beginning to a rising performance and later on to a falling performance. With system dynamics models the human factors are easier to model because of continuous level variables and feedback loops. On the other hand individual humans are difficult to model, only the average or a few groups of different people can be modeled. For discrete event models each staff item has some skill attributes that could increase with a logistic growth each time an activity ends depending on the type and duration of the activity. Each staff item can start with individual skill values and if necessary with an individual learning factor provided from a database.

Despite the advantages of process simulation over running experimental processes, obtaining results from process simulation models requires a considerable effort. Thus, it needs to be carefully considered when to use process simulation. A way to reduce this effort could be a modular approach, which takes only into account particular aspects or subactivities in the process and create models for these aspects or subactivities. These parts of the model can be used in other models, which contain the same or similar aspects or subactivities. With these parts the creation of the model can be easier and faster because typical elements of a software development process can be reused and only be fitted to the specific problem. Examples are the coding activity followed by an Inspection or the human effects inherent in software development processes.

7 Summary and Outlook

This paper presented the simulation of descriptive software process models as a way to increase understanding of the dynamics of software development and presented an overall approach to develop simulation models. In the usage of simulation models, several issues remain open, which should be addressed by future research in order to make process simulation more feasible.

Developing a detailed simulation model takes time and effort. With an explicit method that gives guidelines for developing a discrete event model in the Software engineering domain the initial development of a simulation model could be easier and more efficient. Here, a modular approach that does not consider the entire model, but those aspects, which are particularly important for typical applications of simulation modeling, can help to define parts that can be used in other models.

With these typical clusters or micro models identified and described, their validity and usage could be described in a pattern-like approach. With such a set of model pattern the creation of simulation models could be faster and the validation of the model easier.

If a set of simulation patterns exist, simulation models could be created faster by reusing these patterns. Each pattern can consist a typical implementation of itself to be used if possible and speed the development of the simulation model further up.

The ideas for combining process modeling and process simulation for the purpose of learning in the context of a software organization was connected with the work in
the SEV Project (simulation based evaluation and improvement of software development processes) and research conducted at Fraunhofer IESE in the area of knowledge elicitation for descriptive process modeling.

  In the ProSim project we will further investigate the possibilities for creating model patterns for faster model development.
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Abstract. Human capital is the main asset of software organizations. Knowledge has to be preserved and leveraged from individuals to the organization. Thus, the learning software organization will be able to continually learn and improve. Knowledge management has various components and multiple aspects such as socio-cultural, organizational, and technological. In this paper we address the technological aspect; specifically, we survey the tools available to support different knowledge management activities. We categorize these tools into classes, based on their capabilities and functionality, and show what tasks and knowledge processing operations they support.

1 Introduction

Software organizations have realized that a large amount of problems are attributed to un-captured and un-shared product and process knowledge. Specifically they have discovered the need of knowing ‘who knows what’, the need for distance collaboration, and the need for lessons learned and best practices. This has led to a growing call for knowledge management (KM). Knowledge sharing and organizational learning can happen ad-hoc. It is, however, more efficient if organized. The amount of information and knowledge that needs to be captured, stored and shared, the geographic distribution of sources and consumers, and the dynamic evolution of information makes the use of software tools not an option, but a necessity. In this paper we characterize and classify software tools that support KM using two models, 1) knowledge characteristics (the knowledge sharing model) and 2) the evolution of knowledge (the knowledge life cycle model).

2 Knowledge Sharing and Knowledge Life Cycle Model

The knowledge-sharing model is also called the ‘tacit-explicit model’ (Nonaka and Takeuchi, 1995). Tacit knowledge is knowledge that rests with the employee and explicit knowledge is espoused knowledge. Conversion of knowledge from one form to another occurs frequently and often leads to the creation of new knowledge.

Explicit-explicit knowledge conversion or ‘Combination’ is the reconfiguration of explicit knowledge through sorting, adding, combining and categorizing. Explicit-tacit knowledge conversion or ‘Internalization’ takes place when one assimilates knowledge acquired from knowledge items. Tacit-explicit knowledge conversion or
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‘Externalization’ involves transforming quiet personal knowledge to espoused knowledge that can be either recorded or unrecorded. Tacit-tacit knowledge conversion or ‘Socialization’ occurs by sharing experiences, working together on a team, and by direct exchange of knowledge. A knowledge management system should support all four types of knowledge conversion.

The knowledge lifecycle (Wiig, 1999) takes the path of knowledge creation/acquisition, organization/storage, distribution, application/reuse and finally concludes with creation/acquisition again. Tacit knowledge has to be made explicit in order to be captured. This is accomplished with the aid of knowledge acquisition tools or knowledge creation tools. Knowledge acquisition evolves and builds an organization’s knowledge base. Knowledge organization/storage refers to activities by which knowledge is organized, classified and stored in repositories. Explicit knowledge needs to be organized and indexed for easy browsing and searching. It must be stored efficiently to minimize storage space. A variety of tools have been developed to distribute or deploy knowledge. Knowledge can be distributed through various channels such as training programs, automatic knowledge distribution systems and knowledge-based expert systems. Knowledge application is the process through which knowledge becomes the basis for further learning and innovation. Applying knowledge is the payoff for knowledge management. A knowledge management system should support the entire knowledge flow in the knowledge life cycle.

3 Software Tools for Knowledge Management

KM should be supported by a collection of technologies for authoring, indexing, classifying, storing, and retrieving information, as well as for collaboration and application of knowledge. A friendly front-end and a robust back-end are the basic necessities of a software tool for knowledge management. Figure 2 shows a layered knowledge management system architecture based on (Lawton, 2001).

The lowest layer handles sources of explicit knowledge. Explicit knowledge resides in repositories as documents or other types of knowledge items (e.g., e-mail messages, and database records). Standard authoring tools (such as word processors) and database management systems (DBMS) support this layer. File servers, e-mail browsers etc. support the infrastructure layer. Document and content management tools with features for search and retrieval as well as analysis and maintenance repre-
sent knowledge repositories. The organization of knowledge is based on a corporate taxonomy and serves as a “knowledge map” supported by classifying and indexing tools. KM services are provided using tools for data and knowledge discovery and collaboration services. Through portals, knowledge can be distributed to different users and applications, such as e-learning, competence management, intellectual property management, and customer relationship management.

It is hard to draw the line between information technology (IT) and tools for KM. In the architectural model above, we consider KM to be the higher layers, starting at the “knowledge repository” level, and IT constituting the lower layers, but this boundary is fuzzy. We concentrate on the upper layers of the architecture and analyze tools from a knowledge management perspective and discuss the needs of employees that use knowledge, the types of knowledge conversion that occur and a common set of features provided by tools from each category. The kinds of tools we analyze are those that are widely used for supporting the KM layers of the above architecture. This survey is not intended to cover all kinds of tools on the market, but to give the reader a sense of the various tools that are available for knowledge management.

### 3.1 Document and Content Management

In terms of knowledge management, the documents produced by organizations represent their explicit documented knowledge. New knowledge can be generated from documents; for example, de facto experts can be identified based on authors of documents. Document management systems enable explicit-to-explicit knowledge conversion. One could argue that a form of tacit-to-explicit knowledge conversion occurs when experts are determined based on the documents they authored. Expert identification certainly results in knowledge creation.

Common needs that arise in a document-sharing environment are related to identifying the latest version of a document, accessing documents remotely and sharing the documents in workgroups. Document management systems offer features that include storing/uploading of documents/files; version control; organization of documents in different ways; search and retrieval based on indexing techniques and advanced
searching mechanisms; and access from any Internet-connected workstation. Most document management systems also provide some kind of search for experts based on authorship.

Document management systems can aid learning software organizations that need to capture and share process and product knowledge. Most artifacts guiding a software project and being developed during a software project can be represented as documents and are the main explicit assets of the software organization. Document management systems thus help support the core business by managing these invaluable assets and enable transferring knowledge from experts to novices.

3.2 Collaboration Services

Delivering the right information at the right time is one of the major objectives of knowledge management. To achieve this, employees need to collaborate and communicate, especially when people work in an environment that is distributed in time and space. The knowledge conversions supported by this category of tools are mainly tacit-to-tacit, which occur, for example, when two or more users communicate using a chat tool or an instant messenger. One can argue that since the conversation is in an electronic form, a form of tacit-to-explicit conversion also takes place. Some tools make an effort to capture this conversation so that it can be published and used for other users. Some even analyze the conversation in order to create new knowledge, which strengthens the argument for a tacit-to-explicit knowledge conversion. The basic functionality of tools in this category is to connect employees by providing a computer-based communication channel. This communication can be synchronous or asynchronous. Collaboration in terms of chatting or white-boarding using a chat tool or a messenger tool would be an example of the former, while e-mail, bulletin boards, and newsgroups would be examples of the latter. A common practice is to use a tool to share a document in real-time so that two or more geographically distributed groups can see and hear the same presentation. Some tools are designed to capture communication and work results for further use and refinement. Some tools are designed to support concurrent co-authoring of documents over a distance. Other tools support active knowledge sharing in the form of e-learning. Some tools support eWorkshops in on-line moderated meetings between expert participants. The results of the workshop are captured and analyzed in order to generate new knowledge in a particular area. This illustrates that technology and process can be used to bring people together and generate new knowledge.

Distance collaboration is the need of the hour for learning software organizations. Due to globalization, software development working groups are often spread out geographically and work in different time zones. The outsourcing of subsystems to subcontractors also results in these geographically distributed teams working together. Collaboration tools will help these groups to communicate, collaborate, and coordinate independent of time and place.

3.3 Data and Knowledge Discovery

The goal of this category of tools is to generate new knowledge from existing data, information, and knowledge bases. Examples of tools include visualization and data
mining, as well as analysis and synthesis tools. Data mining tools try to reveal patterns and relationships between data and generate new knowledge about the underlying data and what it represents. Knowledge management tools often deal with raw data and singular data points, yet in order to create theories, these data points need to be analyzed. Raw data and singular data points are, for example, documents, frequently asked questions, lessons learned, and other knowledge items stored in knowledge bases. Data and knowledge discovery can reveal what is hidden in the data. Such tools can be used to identify patterns in the content and usage of knowledge. Knowledge discovery also identifies groups of users active, inactive, and de-facto experts. Such tools can also be used to analyze knowledge bases in order to generate more complex knowledge items, for example when deriving best practices based on lessons learned and frequently asked questions. The knowledge conversion that takes place as a result of data and knowledge discovery is, first and foremost, explicit-to-explicit due to the fact that all knowledge in the knowledge base is already explicit and the discovery process creates new explicit knowledge based on it. One could also argue that a portion of the explicit-to-tacit knowledge conversion occurs in the process when the analyst looks at the data from different perspectives and gains a better understanding of it.

Typical features of the tools in this category provide for visualization of data in different ways. Features for statistical analysis are also common, along with different features for decision support. These features are sometimes based on artificial intelligence (AI) techniques that can help in the discovery process. Some tools analyze multimedia content and transcribe it into text, identify and rank the main concepts within it, and automatically personalize and deliver that information to those who need it. Delivery can occur across the Internet or by using other digital channels such as mobile phones, handheld computers, etc. Other tools are used for organizing and analyzing knowledge and experience bases. Taxonomy editors enable classification managers to develop taxonomies for the experience base. Some tools connect to existing knowledge and experience bases and visualize their content. Analysis tools can be used to analyze growth trends of knowledge and experience bases, and for other related analyses.

The discovery of best practices and lessons learned is very important for learning software organizations. Software engineering has been advocating this for a long time. Software development teams work on similar kinds of projects without realizing that results would have been achieved more easily if they followed a practice adopted by a previous project.

3.4 Expert Networks

Expert networks provide a forum for people who need to establish knowledge sharing focused on solving a problem. Expert networks are typically based on peer-to-peer support. These kinds of systems aid geographically distributed organizations. Expert networks often emphasize the importance of acknowledging that most knowledge cannot be made explicit and stored in a computer, but will reside in the brains of experts. Peer-to-peer support is tacit-to-tacit when experts use a chat tool to communicate, but it is tacit-to-explicit when solutions are stored for future use and reference. One could also argue that an explicit-to-tacit conversion occurs when someone finds a solution to a problem in the knowledge base of stored solutions and applies it to solve
their task. Common features are expertise brokerage and expert identification. Other features are communication and collaboration between people and the capture of questions and answers. These tools typically track and rate expertise, customer satisfaction, and rewards that are handed out to people who contribute to the success of the system. Expert networks aid learning software organizations. Software development is a human and knowledge intensive activity and most of the knowledge is tacit and will never become explicit. It will remain tacit because there is no time to make it explicit. In this scenario Expert Networks can provide a solution as they can reduce the time spent by software engineers in looking for specific domain knowledge.

3.5 Knowledge Portals

Knowledge workers use many different computer-based information sources (sales results, manufacturing activities, inventory levels, and customer orders). These information sources need to be integrated and accessed through a common, yet personalized, interface. Portals create a customized single gateway to a wide and heterogeneous collection of data, information, and knowledge. They also provide different kinds of personalization so that content is presented in a manner that suits the individual’s role within the organization and reflects personal preferences. Both the organization and the user can control what information is made available and how it is displayed. Portals pull information together from different sources and display it in a coherent way, performing an explicit-to-explicit knowledge conversion. Portals support knowledge distribution, as well as organization of the display of information.

Employees make decisions every day, but not all of them are informed. When critical data is hard to find, or takes too long to locate, it will not be available when it is needed for making a decision, and making the best decisions requires current and relevant information, which is what portals deliver.

Like other organizations, software organizations can benefit from portals. A study found that people in software organizations spent 40% of their time in searching for different types of information related to their projects (Henninger, 1997). With portals providing a one-stop shop for all the information that an individual wants, the time spent looking for information can be significantly reduced.

3.6 Customer Relationship Management

A popular area of knowledge management is customer support. There are mainly two forms of customer support tools: tools that enable customers to help themselves (self-help) and tools that help customer support personnel (help-desk). In some cases, vendors even set up areas for customers to help each other, i.e., to share knowledge about products and services (peer-to-peer). Customer support personnel might lack appropriate knowledge and consistency to deliver 24/7/365 support. This can be offset by systems that assist them with knowledge and support process, continuously and consistently, while they gain appropriate knowledge through experience. There are many cases where a high repeatability in the support process can be leveraged by reusing answers to the most common questions. Over time, support personnel also acquire a vast amount of knowledge about the products and services the organization offers, as well as information about customers and their behavior. This knowledge is a resource
for the organization as a whole and should be captured and spread. The knowledge conversation that takes place in customer support is mainly tacit-to-tacit, but with customer support systems that use knowledge bases it is possible to turn the process first into tacit-to-explicit, and then explicit-to-explicit, conversion. When customers search for (and later apply) knowledge, one can argue that explicit-to-tacit knowledge conversion takes place.

Applications for customer support are often based on knowledge repositories and, therefore, support the entire knowledge life cycle. Systems that support help desks typically have features that automatically direct customer requests to representatives based on profiles of the customers, as well as on the expertise of the representative. Past customer behavior and connections to product catalogs are other factors that can assist in the helping process. Support for self-help is often provided out of a website. Knowledge bases typically provide an interface to capture new knowledge about the products, services, and their use so that new cases, new incidents, and new lessons learned can be captured and shared. On-line customer support often links the self-help with the help desk through live chat and software systems that are capable of answering questions.

Software organization can greatly benefit from customer support systems. Most big organizations have already employed customer support systems to track bug reporting and crash histories of software. This helps in maintenance, version update and customer support for the users of that software.

3.7 Competence Management

Along with document management (DM), we view competence management (CM) as one of the most basic KM activities. If DM deals with the organization’s explicit knowledge assets, then CM handles its tacit knowledge. Organizations need to develop ‘knowledge maps’ in terms of where knowledge items are and who knows what. Once such a knowledge map is in place it can be used to identify appointed and de facto experts; to staff new projects based on skills and experience required; to identify knowledge gaps that indicate the need to hire new people; or to develop training programs. Knowledge maps can also be used to identify core competencies for organizational marketing. Tools that support competence management become necessary, especially for large organizations, where people do not know each other. Their necessity also becomes obvious in any distributed, decentralized, and mobile organization. The knowledge transformations supported by these tools are mostly ‘explicit-to-explicit’ because they are based on repositories in which information about knowledge possession is stored. One can argue that tacit-to-explicit knowledge conversion takes place when people create profile about their own knowledge. One can also argue that knowledge creation takes place when the CM system analyzes the stored information and generates knowledge maps showing who knows what, or what competence the organization has or does not have.

A typical feature is profiling. Profiles of employees, customers, subcontractors, vendors, partners, projects, and positions can be generated, which also leads to identification of and searches for experts. Some tools automatically create competence profiles by mining various sources of information. Profiling mechanisms extract terms and phrases from e-mail communications and documents produced or shared by individuals. Each user profile provides a detailed index of an individual’s knowledge,
experience, and work focus. A set of profiles, therefore, represents a composite ‘snapshot’ of the expertise within an organization. Competence management addresses a very important problem of learning software organizations, ‘the need of knowing who knows what’. Much knowledge can be recorded for other organizations, but nevertheless the assets of a software engineering organization are mainly its employees and their tacit knowledge. As a knowledge intensive industry, software organizations are heavily dependant on tacit knowledge, which is very mobile. Competence management can help build structures and frameworks for capturing key information that can help retain some knowledge when employees leave or become unavailable.

3.8 Intellectual Property Management

Knowledge management often includes management of intellectual property such as patents, copyrights, trademarks, and service marks. Organizations that own intellectual property need ways to automate workflow and support the management and analysis of inventions, patents and related matters. It often takes a long time to file and obtain approved rights to intellectual property, and organizations need support to track this process, more so for international organizations. Intellectual property regulations require owners of copyrights, trademarks, and service marks to pay legal fees at specific points in time; otherwise the rights can be lost. For licensing issues, it is also important to track licensees and royalties. Another aspect of intellectual property is the protection of digital content covered by copyright. Intellectual property management is mainly an explicit-to-explicit knowledge conversion. It is based on knowledge repositories and, thus, deals with all aspects of knowledge storage, organization and knowledge distribution in a controlled way.

Typical features include search for patents capabilities, support to file for patents, searchable knowledge bases with rules and regulations and support for legal help, as well as collections of forms and standard letters. Other related issues that these tools support are licensing of patents and tracking of licenses, as well as calculation of fees.

3.9 E-Learning Management Systems

Knowledge management aims to help people acquire new knowledge, as well as package and deliver existing knowledge through teaching. E-learning is a relatively new area that includes computer-based and on-line training tools. E-learning is appealing because it offers flexibility in time and space, as well as collaboration between students and tutors. Many of the collaboration and communication tools mentioned before can be used to support this activity. E-teaching supports tacit-to-explicit knowledge conversion in that the teacher’s tacit knowledge is converted to explicit learning material. E-learning supports explicit-to-tacit knowledge transformation in that students learn and internalize the explicit material. Both e-teaching and e-learning support tacit-to-tacit knowledge sharing when the tutor and student communicate. E-teaching involves knowledge creation, knowledge distribution, storage, and organization, as well as knowledge application (when the students apply the newly-acquired knowledge to problems).

Common features for tools include reusable learning object libraries; adaptive web-based course delivery; component-based authoring, scheduling and reporting tools;
student evaluation and progress tracking; and building of skills inventories. E-learning systems often include collaboration tools and support for different types of content, i.e., video, audio, documents etc. Searching for and matching of tutorials with student needs and on-line facilitation of these tasks, are often supported. Software development is becoming a more complex domain to master due to the constant change and stream of new technologies. Many industries have similar problems, but the software industry is probably worse than other industries due to the fact that the pace of change is higher. Newly emerging technologies cannot be mastered overnight. E-Learning tools can reduce the time and difficulty in learning by a considerable margin, thus helping software organizations remain competitive.

4 Summary

This paper focused on software tools for knowledge management. We have surveyed the commercial market for such tools, divided them into functional categories and described them from different perspectives. We provided two models that we used to describe the tools. All knowledge cannot be made explicit and recorded; thus a knowledge management solution must address both tacit and explicit knowledge. All repository-based software systems support a majority of the phases in the knowledge life cycle, while few systems actually deal with the analysis and synthesis of new knowledge. We conclude that most of the available tools are specialized, and not complete systems. This is a result of the many facets of KM that need to be addressed through a KM system. Another finding is that not all tools that are labeled ‘KM tools’ are indeed KM tools; their vendors attempt to make them more attractive by attaching this buzzword to them. Impressions from KMWorld2001 and other conferences indicate that the market is steadily growing. To implement an efficient KM system, organizations must identify their main problems, priorities, and strategy, and then select appropriate tools. Knowledge management relies heavily on technology, but it is important to realize that technology alone will never be the solution to knowledge management. There are socio-cultural and organizational components that need to be addressed in a KM system implementation to assure its acceptance and success.
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## Resources

### Web Resources

<table>
<thead>
<tr>
<th>Category</th>
<th>Web Resources</th>
</tr>
</thead>
</table>
| Document and Content Management | http://www.microsoft.com/sharepoint  
http://docushare.xerox.com  
http://www.lotus.com/home.nsf/welcome/km  
http://www.hyperwave.com  
http://www.documentum.com |
| Collaboration Services          | http://www.microsoft.com/windows/netmeeting  
http://www.lotus.com/home.nsf/welcome/sametime  
http://www.lotus.com/home.nsf/welcome/quickplace  
http://www.groupsystems.com  
http://fc-md.umd.edu/eworkshop |
| Data and knowledge Discovery    | http://www.autonomy.com  
http://www.spotfire.com  
http://www.digimine.com  
http://fc-md.umd.edu/vqi/ |
| Expert Networks                 | http://www.abuzz.com  
http://www.sopheon.com/ |
| Knowledge Portals               | http://www.plumtree.com  
http://www.OptimalView.com  
http://www.ascentialsoftware.com  
http://www.lotus.com/home.nsf/welcome/kstation |
| Customer Relationship Management| http://www.askit.com  
http://www.askmecorp.com  
http://www.remedy.com  
http://www2.xerox.com/go/xrx/knowledgest/knowledge_section.jsp?id=19238 |
| Competence Management           | http://web.skillscape.com  
http://www.tacit.com |
| Intellectual Property Management| http://www.patentcafe.com  
http://www.contentguard.com |
http://www.wisdomtools.com  
http://www.firstdoor.com  
http://www.tutor.com |
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Abstract. Software development and evolution is characterized by multiple objectives and constraints, by a huge amount of uncertainty, incomplete information and changing problem parameters. Success of software development very much depends on providing the right knowledge at the right time, at the right place, and for the appropriate person. Experience factory and organizational learning approaches are increasingly used to improve software development practices.

The paradigm of Software Engineering Decision Support (SEDS) goes beyond the concept of reusing models, knowledge or experience. For more focused problem domain, emphasis is on providing methodology for generation, evaluation, prioritization and selection of solution alternatives. Typically, modelling, measurement, empirical and simulation-type investigations are combined with intelligent methods of analysis and reasoning to predict the impact of decisions on future life-cycle performance.

This paper describes fundamental principles and expectations on SEDS. A comparison with knowledge management-based approaches is performed for the areas of requirements negotiation and COTS selection. The initial hypothesis on the expected benefits of SEDS are discussed for the two case study examples in the area of requirements negotiations.

1 Introduction

The need for further development of software engineering practices within companies adds to the demand for systematic knowledge and skill management in combination with active usage of this knowledge to support decision-making at all stages of the software lifecycle. With continuous technological change, globalization, business reorganizations, e-migration, etc. there is a continuous shortage of the right knowledge at the right place at the right time. Subsequently, strategic and operational decisions concerning products, processes, technologies or tools and other resources, are far from being mature. Reactive management is the rule, and pro-active analytical performance is more the exceptional case.

Experience factory and organizational learning approaches are increasingly used to improve software development practices [15], [18]. The main idea of experience based learning and improvements are to accumulate, structure, organize and provide any useful piece of information being reused in forthcoming problem situations [2]. Reuse of know-how is essentially supported by the case-based reasoning methodol-
ogy [1]. However, software development and evolution typically is large in size, of huge complexity, with a large set of dynamically changing problem parameters. In this situation, reuse of experience alone is a useful, but non-sufficient approach to enable proactive decision analysis. Diversity of project and problem situations on the one hand, and costs and availability of knowledge and information organized in a non-trivial experience (or case) base on the other hand, are further arguments to qualify decision-making.

The idea of offering decision support always arises when decisions have to be made in complex, uncertain and/or dynamic environments. The process of software development and evolution is an ambitious undertaking. In software development and evolution, many decisions have to be made concerning processes, products, tools, methods and techniques. From a decision-making perspective, all these questions are confronted by different objectives and constraints, a huge number of variables under dynamically changing requirements, processes, actors, stakeholders, tools and techniques. Very often, this is combined with incomplete, fuzzy or inconsistent information about all the involved artefacts, as well as with difficulties regarding the decision space and environment [13], [14].

Typically, a concrete decision support system is focused on a relatively narrow problem domain. There are two kinds of existing contributions to Software Engineering Decision Support. Firstly, an explicitly mentioned effort to provide decision support in a focused area of the software life cycle. Examples are decision support for reliability planning [17] or decision support for conducting inspections [9]. Secondly, this encompasses research results that indirectly contribute to decision support, although not explicitly stated as such. Basically, most results from empirical software engineering, software measurement or software process simulation can be seen to belong to this category.

The main purpose of this paper is to position SEDS as both complementary and supplementary to experience factory or learning software organization approaches. The concrete relationship is problem and context dependent. The paper is subdivided into five parts. Following this introduction is a characterization of Software Engineering decision-making. Software Engineering decision support systems (SE-DSS) couple the intellectual resources of individuals and organizations with the capabilities of the computer to improve the quality of solutions. They are described in more detail in part 3. This is followed in part 4 by an analysis of the concrete examples for offering support for crucial decisions. One example concerns requirements selection. The other is related to support in software release planning. Finally, the summary and an outlook are presented in part 5.

2 Why Do We Need Support for Making Decisions in Software Engineering?

Software Engineering is defined as [21]:

1. the application of a systematic, disciplined, quantifiable approach to the development, operation, and maintenance of software, that is, the application of engineering in software, and
2. the study of approaches as in 1.
Both parts of this definition imply a large number of detailed questions and necessary decisions on how to do that, i.e., they are concerned with SEDS. The demand for decision support covers the complete life cycle. For the analysis, design, construction, testing and evolution phase, decision makers need support to describe, evaluate, sort, rank, select or reject candidate products, processes, resources, tools and technologies. Example decisions are related to:

- **Requirements:** Which functional and non-functional requirements should be chosen according to the given budget and time constraints [16]? How to assign different requirements to releases under the assumption of an incremental development paradigm [7]?
- **Architecture and design:** How should the selection between candidate architectures be made to ensure the best fit in terms of software reliability, performance, security, and usability [22]? How to integrate available components and COTS products into a system design [14]?
- **Adaptive and corrective maintenance:** Which components need improvement during the maintenance cycle because of changing contexts and requirements [24]? Which modules are potentially low qualified during the development phase and need special emphasis during maintenance [20]?
- **Project planning and control:** What should the reaction be to shortages on budget, time or available resources? Which trade-offs are acceptable to deliver the product earlier? How should deficits in staff be compensated? How do we respond to violations of quality constraints for intermediate products?
- **Verification and validation:** Which technique is most appropriate? Which artefacts should be investigated [9]? When to terminate testing or inspections? Is there any need for re-inspections [6]? How to integrate components for system testing [5]?

Decision-making is a well-established discipline with origins and close interactions with many other disciplines such as economics, operations research, game theory, probability theory, control theory, psychology, and cognitive science. The emphasis of decision support is to provide as much background as possible for actually making the decision. This is a very essential input for the actual decision-maker (typically, a completely different person).

Decision support has been successfully designed, developed and applied in many areas such as logistics, manufacturing, health care, forestry or agriculture. Why do we also need decision support in software engineering? Some of the major concerns we encountered for current real-world situations in software development and evolution are summarized below:

- Decision problems are often poorly understood and/or described.
- Decisions are done at the last moment and/or under time pressure.
- Decisions are not relying on empirically evaluated models, best knowledge and experience and a sound methodology.
- Decisions are made without considering the perspectives of all the involved stakeholders.

Decisions are not explained or made transparent to those involved. What are the expectations and requirements for systems - offering SEDS? We define a set of “idealized” requirements on support systems that combine the intellectual resources of
individuals and organizations with the capabilities of the computer to improve effectiveness, efficiency and transparency of decision-making:

(R1) **Knowledge, model and experience management** of the existing body of knowledge in the problem area (in the respective organization).

(R2) **Integration** into existing organizational information systems (e.g., ERP systems).

(R3) **Process orientation** of decision support, i.e., consider the process how decisions are made, and how they impact development and business processes.

(R4) **Process modeling and simulation component** to plan, describe, monitor, control and simulate (“what-if” analysis) the underlying processes and to track changes in its parameters and dependencies.

(R5) **Negotiation component** to evolutionary find and understand compromises.

(R6) **Presentation and explanation component** to present and explain generated knowledge and solution alternatives in various customized ways to increase transparency.

(R7) **Analysis and decision component** consisting of a portfolio of methods and techniques to evaluate and prioritize generated solution alternatives and to find trade-offs between the conflicting objectives and stakeholder interests.

(R8) **Intelligence component** to support knowledge retrieval, knowledge discovery and approximate reasoning.

(R9) **Group facilities** to support electronic communication, scheduling, document sharing, and access to expert opinions.

Depending on the concrete problem topic and the usage scenario of the DSS (on-line versus off-line support, individual versus group-based decision support, routine versus tactical versus strategic support), different aspects will become more important than others.

3 Software Engineering Decision Support Systems
   – Basic Architecture

Software Engineering Decision Support Systems (SE-DSS) can be seen as an extension and continuation of the Software Engineering experience factory and LSO approaches. In addition to collecting, retrieving and maintaining models, knowledge, and experience in the form of lessons learned, SE-DSS generates new insights from on-line investigations in a virtual (model-based) world, from offering facilities to better structure the problem as well as in ranking and selecting alternatives. For this purpose, sound modeling and knowledge management is combined with a variety of techniques of analysis, simulation, and decision-making.
While the learning software organization approach is mainly addressing the learning aspect from an organizational perspective, the emphasis of real world SE-DSS is typically on more focused aspects of the software engineering life-cycle, e.g., resource planning, COTS selection or requirements negotiation.

The underlying hypotheses of using Software Engineering Decision Support Systems are:

**Hypothesis 1:** Quality: SE-DSS enables making more effective decisions.

**Hypothesis 2:** Efficiency: SE-DSS enables - making more efficient solutions.

**Hypothesis 3:** Transparency: SE-DSS allows more transparent decisions (to be better understood by involved individuals), reflecting trade-offs between conflicting criteria or stakeholder opinions.

**Hypothesis 4:** Stability: SE-DSS can be used to propose more robust decisions (stable under slightly changing environments).

**Hypothesis 5:** Transparency: SE-DSS in combination with proper modelling, optimization and simulation facilities can be used to generate and evaluate new solution alternatives and to better react on changes in the problem parameters.

Ideally, a SE-DSS should have simulation facilities to conduct scenario-based experiments in a virtual world. Simulation models can be used to systematically develop and evaluate improvement suggestions in a virtual (laboratory-like) setting. Similar to systematic experiments in the real world, a simulation model can be used to investigate whether changes in model parameters or model structure improve model behaviour with respect to specified goals or thresholds. In order to do so, proposed changes of the real system are implemented in the model and then compared to the baseline behaviour. If several improvements are suggested, the one with the highest impact can be identified. In addition to that, the effect of combining several improvement suggestions can be analysed [11].

The principal architecture of a SE-DSS is shown in Figure 1. Real-world decisions in planning, development or evolution processes in Software Engineering are done by humans. All support is provided via a graphical user interface. Experts and their human intelligence is integrated via group support facilities. The intelligence of the support is based on a comprehensive model, knowledge and experience base. The more reliable and valid the models are, the more likely we can expect good support. The accompanying suite of components interacts with the model, knowledge and experience base. The suite encompasses tools for modeling, simulation, as well as decision analysis. Furthermore, intelligent components for reasoning, retrieval and navigation are added to increase efficiency and effectiveness of the support.

## 4 Decision Support in Requirements Negotiations

### 4.1 Decision Support for Requirements Negotiations

Defining, prioritising, and selecting requirements are problems of tremendous importance. In [16], a new approach called Quantitative WinWin for decision support in
requirements negotiation is studied. The difference to Boehm’s [4] groupware-based negotiation support is the inclusion of quantitative methods as a backbone for better and more objective decisions. Like Boehm’s original WinWin [3], Quantitative WinWin uses an iterative approach, with the aim to increase knowledge about the requirements at each iteration.

The overall method uses the Analytical Hierarchy Process [19] for a stepwise determination of the stakeholders’ preferences in quantitative terms. These results are combined with methods for early effort estimation, in our case using the simulation prototype GENSIM [10], to evaluate the feasibility of alternative requirements subsets in terms of their related implementation efforts. As a result, quantitative WinWin offers decision support for selecting the most appropriate requirements based on the preferences of the stakeholders, the business value of requirements and a given maximum development effort.

How can the hypotheses formulated in chapter 3 work in this case? We don’t have a quantitative evaluation yet, but we can briefly discuss the main arguments support-
ing the formulated hypotheses. The comparison is between using a DSS and subjective decision-making without any (quantitative) tool support:

**Hypothesis 1:** Improved quality: Quantitative Win-Win is an evolutionary approach taking into account all the information available at that moment to find the most appropriate subsets of requirements. The underlying algorithms are well established. The quality of the solutions provided mainly depends on the quality of the input data and the input model. However, as the used solution algorithms are objective, results should be better than those based on subjective selection of requirements. In addition to that, the system will provide a set of candidate solutions. Among them, the actual decision-maker can chose from.

**Hypothesis 2:** Efficiency: Effort to generate solutions related to their quality is improved under the assumption that models and relevant data are available. This needs an upfront investment, especially to create the effort estimation based on simulation runs.

**Hypothesis 3:** Transparency: From the application of Quantitative Win-Win you will get a preference structure among all the solutions generated. The preference is a result of systematic and pair-wise comparison between stakeholders and the requirements class alternatives. The final selection of requirements can be exactly linked to the chosen preference structure.

**Hypothesis 4:** Stability: Stability of the chosen solutions can easily be checked by computation of the stability intervals. This is relatively easy because of the power of the underlying algorithms (as opposed to subjective judgements to evaluate solutions).

**Hypothesis 5:** Flexibility: Quantitative Win-Win allows for following scenarios and varying problem parameters. Any changes in effort estimates, priorities or other problem parameters can be easily investigated with Quantitative WinWin. This also enables the generation of new solution alternatives.

### 4.2 Decision Support for Release Planning in Incremental Software Development

To achieve higher flexibility and to better satisfy actual customer requirements, there is an increasing tendency to develop and deliver software in an incremental fashion. In adopting this process, requirements are delivered in releases. Thus, a decision has to be made on which requirements should be delivered and in which release. Three main considerations that need to be taken into account are the technical precedence constraints inherent in the requirements, the typically conflicting priorities as determined by the representative stakeholders, as well as the balance between required and available effort. The technical precedence constraints relate to situations where one requirement cannot be implemented until another is completed or where one requirement is implemented in the same release as another. Similarly, certain requirements should be implemented in the same release. Stakeholder preferences may be based on the perceived utility or urgency of delivered requirements to the different stakeholders involved.
A method called EVOLVE is presented in [7] for optimally allocating requirements to increments. Methodologically, it relies mainly on genetic algorithms, the principles of incremental and evolutionary software process models and aspects of greedy algorithms and the Analytic Hierarchy Process. EVOLVE typically generates a small set of most promising candidate solutions from which the actual decision-maker can choose.

We briefly discuss again the main contributions of EVOLVE in light of the above five hypotheses. The comparison is between using a DSS and subjective decision-making without any (quantitative) tool support:

**Hypothesis 1:** Improved quality: The proposed planning problem is highly complex (NP-complete) and cannot be expected to be solved adequately by individual judgement and trial and error type methods. Even Greedy-type heuristics are not competitive in terms of quality [7].

**Hypothesis 2:** Efficiency: Effort to generate solutions related to their quality is much lower than for any other method.

**Hypothesis 3:** Transparency: The underlying fitness score function of EVOLVE guarantees optimal balancing between different stakeholder preferences, and this makes the proposed transparency.

**Hypothesis 4:** Stability: Stability of the chosen solutions can be judged from the different runs of the evolutionary algorithm (eventually, with varying crossover and mutation rates).

**Hypothesis 5:** Flexibility: EVOLVE allows investigation of any changes in requirements, priorities or other problem parameters. This enables the generation of new solution alternatives. Furthermore, variations of the weighting parameter in the objective function result in offering a set of most promising candidate solutions.

5 Summary and Conclusions

There are very good reasons for offering support for making decisions at the various stages of software development and evolution. Most of the related problems are very complex including different stakeholder perspectives and constraints. Mostly, decisions have to be made under uncertainty and incompleteness of information. Nevertheless, making good decisions is of tremendous importance for developing software faster, cheaper and of higher quality.

Currently, there is an increasing effort not only to measure or model certain aspects of the development processes, but to go further and integrate all available data, information, knowledge and experience with a sound methodology to provide the backbone for making good decisions. This mainly includes searching for all the objectives and constraints that influence a decision as well as elaborating on the defined solution space for possible courses of action. Typically, the different courses of action are noncomparable because of the different involved perspectives and objectives. This is exactly the borderline between offering decision support as addressed in the article,
and real-world decision making selecting among a range of alternative solutions generated by the intelligent pre-processing steps of SEDS.

As characterized by [23], decision support is most appropriate for semistructured and unstructured problems with emphasis on managerial control. What can be expected from decision support in the area of software engineering is higher decision quality; improved communication between all involved parties, increased productivity, time savings, and improved customer satisfaction. To achieve this goal, further effort should focus on (i) advancing SEDS methodology, especially by integrating aspects of decision-making under uncertainty, (ii) developing knowledge and experience-based software engineering decision support systems offering intelligent support on demand and via the web, (iii) further implementation and industrial evaluation of SEDS methodology and SE-DSS’s, and (iv) evaluation of the underlying research hypotheses one to four describing the impact of SEDS on software development and evolution.
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